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Abstract

This project uses pattern recognition procedures for vehicle recognition using vehicle silhouettes. The objective is to integrate different classification techniques to get best accuracy of classification.

Specific properties of shape features measures of 2D image can be studied to gain knowledge about which vehicle the image belongs to. The dataset was collected by JP Siebert at the Turing Institute, Glasgow, Scotland in 1986-87. The original purpose was to find a method of identifying 3D objects within a 2D image by application of combination of shape feature extractors to the 2D silhouettes of the objects.

Four types of vehicle were chosen for this project and images of painted black vehicles were captured with different angles, and used for feature extraction. The dataset was already provided for our project. The given dataset was then normalized and introduced to dimensionality reduction technique. The effects of dimensionality reduction and not using dimensionality reduction technique were measured using different types of classifiers on those datasets. Both supervised and unsupervised learning were used for classification purpose. Since just a single dataset was provided 3 fold cross validation evaluation technique was implemented for all classifiers using supervised learning. Best three high performance giving classifiers were selected for classifier fusion.

Three types of classifier fusion methods were implemented which were plurality, Naive Bayes and Behavior Knowledge Space. After implementing all three fusions, classification accuracy were measured for each fused classifier.

Introduction

The dataset we've chosen for this the project is vehicle silhouettes. Vehicle recognition has been used for decades now and been used in various fields in real world. Since shape and design of each brand of vehicle are different than others, silhouettes formed by different types of vehicle in 2D image have different properties depending upon the type of vehicle. Specific properties of shape features measures of the image can be studied to gain knowledge about which vehicle the image belongs to. So identifying vehicle type which is 3D based on the shape features extracted from 2D image with all possible angles forms a very good pattern classification problem.

Vehicle recognition has been used in different areas. It can be used for solving criminal cases. It can be used as tool for data mining or statistics of vehicle type in specific location. This can also be used in advertising market.

**Data set**

The data was originally collected by JP Siebert at the Turing Institute, Glasgow, Scotland in 1986-87. The original purpose was to find a method of identifying 3D objects within a 2D image by application of combination of shape feature extractors to the 2D silhouettes of the objects.

For the experiment, four "Corgie" model vehicles were chosen: a double decker bus, Chevrolet van, Saab 9000 and an Opel Manta 400, with the expectation that the bus, van and either one of the cars would be readily identifiable but would be more difficult to distinguish between the cars. The vehicles were painted black to minimize highlights and the images were captured by a camera looking downwards at model vehicle from fixed angle of elevation. The images were then threshold to produce binary vehicle silhouettes. The images of a vehicle were captured with different orientations of vehicle facing head on, rear on and rotating.

The data set consist of 18 different features for each sample extracted by the HIPS (Hierarchical Image Processing System) extension BINATTS from the silhouettes. This extracts a combination of scale independent features utilizing classical moments based measures and heuristic measures.

|  |  |
| --- | --- |
| Feature | How it is extracted |
| Compactness | (average perim)^2/area |
| Circularity | (average radius)^2/area |
| Distance circularity | area/(av.distance from border)^2 |
| Radius ratio | (max.radius-min.radius)/average radius |
| Pr.axis aspect ratio | (minor axis)/(major axis) |
| Max.length aspect ratio | (length perp. max length)/(max length) |
| Scatter ratio | (inertia about minor axis)/(inertia about major axis) |
| Elongatedness | area/(shrink width)^2 |
| Pr.axis rectangularity | area/(primary axis length\*primary axis width) |
| Max.length rectangularity | area/(max.length\*length) |
| Scaled variance along major axis | (2nd order moment about minor axis)/area |
| Scaled variance along minor axis | (2nd order moment about major axis)/area |
| Scaled radius of gyration | (major var+minor var)/area |
| Skewness about major axis | (3rd order moment about major axis)/sigma\_min^3 |
| Skewness about minor axis | (3rd order moment about minor axis)/sigma\_maj^3 |
| Kurtosis about major axis | 4th order moment about major axis)/sigma\_min^4 |
| Kurtosis about minor axis | 4th order moment about minor axis)/sigma\_min^4 |
| Hollows ratio | (area of hollows)/(area of bounding polygon) |

Table1: explanation for feature extraction

Technical Approach

The dataset chosen had 18 features. The data was normalized before using. Though it’s not quite large number of dimension, the dataset was introduced to dimension reduction techniques FLD and PCA which reduced number of dimensions to 3 and 6 respectively. Since only one dataset was provided, for cross validation purpose the dataset was divided into three folds and different classification techniques were used on three folds datasets following supervised learning while unsupervised learning used the dataset as a whole. The best performing three classifiers were then chosen to integrate and generate fused result lookup table. Three different techniques of fusion were implemented to build fused classifier. The dataset was classified using the fused lookup table and accuracy of classification was measured.
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Figure1: Gaussian distribution

Multivariate Gaussian density is given by:
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When d=1,

**Fisher’s Liner Discriminant (FLD) method**

It is one of commonly used dimension reduction methods which tries to discriminate transformed data best possible way. This method tries to project mean vector of each class as further as possible and minimize scatterings of sample data within each class as best as possible. Since this uses class information of training samples, it is supervised learning. Using this method, number of dimensions d can be reduced to c-1 where c is number of classes and is supposed less than d. If we consider two class case, then data of d dimension is projected onto a line. So we want to find projection vector ‘**w**’ such that the data can be best separated. And projected data points are given by,
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And
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And **m1** and **m2** are mean of each class.

For more than two classes case,

Between mean scatter matrix is given by,
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will at most give c-1 distinct eigenvalues and thus we can obtain projection vector.

**Principal Component Analysis (PCA) method**

It is also known as K-L transform. This method tries to represent the data in best possible way. It finds a new feature space (m- dimensional) that is sufficient to describe data in original feature space where m<d.

A vector **x**described in terms of a set of basis vectors **b***i*.
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The basis vectors (**b***i*) should be linearly independent and orthonormal, that is,
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If we want to consider m (m<d) components of **y** and still represent **x** though with some error, we will calculate the first *m* elements of **y** and replace the others with constants.
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Eigenvectors of covariance matrices of all classes are optimal basis vectors. Eigenvectors can be sorted corresponding to its eigenvalues in descending order and eigenvector with largest eigenvalue is principal component. Dimensions of data can be reduced to m from d by omitting eigenvectors corresponding to eigenvalues whose total sum (summing from smallest to larger eigenvalue) is not than error tolerance.

**CrossValidation**

Cross validation is a model evaluation method that is better than residuals. The problem with residual evaluations is that they do not give an indication of how well the learner will do when it is asked to make new predictions for data it has not already seen. One way to overcome this problem is to not use the entire data set when training a learner. Some of the data is removed before training begins. Then when training is done, the data that was removed can be used to test the performance of the learned model on new data. This is the basic idea for a whole class of model evaluation methods called cross validation.

**n-fold cross validation**

The dataset is divided into n different sets and training and testing method is carried out for n times where one set will be testing set and other n-1 set will be training. This is carried out for n different sets of data as testing set and performance accuracy is averaged.

**Maximum Posterior Probability (MPP):**
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P(ωj) is prior probability.

Discriminant function for multivariate Gaussian density can be represented as:
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**Case I:**

If features of sample data are statistically independent and have same variance, then we’ll have
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**Case II:**
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**Case III:**

If covariance matrices of all classes are arbitrary, then discrimanant function will be:
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**kNN(k- Nearest Neighbors)**

![](data:image/x-wmf;base64,183GmgAAAAAAAEAFgAIBCQAAAADQWQEACQAAA0EBAAAEABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCgAJABRIAAAAmBg8AGgD/////AAAQAAAAwP///7b///8ABQAANgIAAAsAAAAmBg8ADABNYXRoVHlwZQAAYAAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJoASADBQAAABMCTAFRAwgAAAD6AgAAIAAAAAAAAAAEAAAALQEBAAUAAAAUAlQBUQMFAAAAEwLWAZgDBAAAAC0BAAAFAAAAFALWAaADBQAAABMCUgD+AwUAAAAUAlIA/gMFAAAAEwJSAOoEHAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjgGADYlNp2gAHeduwRZrYEAAAALQECAAgAAAAyCsABFgQBAAAAbnkIAAAAMgrAAToAAQAAAGt5HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjgGADYlNp2gAHeduwRZrYEAAAALQEDAAQAAADwAQIACAAAADIKIALzAAEAAABueRwAAAD7AoD+AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB24AYKhwhfWgBY4BgA2JTadoAB3nbsEWa2BAAAAC0BAgAEAAAA8AEDAAgAAAAyCsAB5gEBAAAAPXkKAAAAJgYPAAoA/////wEAAAAAABwAAAD7AhAABwAAAAAAvAIAAAAAAQICIlN5c3RlbQC27BFmtgAACgA4AIoBAAAAAAMAAAB04hgABAAAAC0BAwAEAAAA8AECAAMAAAAAAA==)To estimate *p*(*x*) from *n* samples, we can center a cell at *x* and let it grow until it contains *kn* samples, and *kn* can be some function of *n*

![](data:image/x-wmf;base64,183GmgAAAAAAACAGQAQBCQAAAABwXAEACQAAA5EBAAACABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCQAQgBhIAAAAmBg8AGgD/////AAAQAAAAwP///7H////gBQAA8QMAAAsAAAAmBg8ADABNYXRoVHlwZQAA4AAcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAdtgSCjBIXlMAWOAYANiU2naAAd52FhNm2wQAAAAtAQAACAAAADIK2QJ9AgEAAADleRwAAAD7AiD/AAAAAAAAkAEAAAACBAIAEFN5bWJvbAB2GhMK8cheUwBY4BgA2JTadoAB3nYWE2bbBAAAAC0BAQAEAAAA8AEAAAgAAAAyCu8DPAMBAAAAPXkcAAAA+wKA/gAAAAAAAJABAAAAAgQCABBTeW1ib2wAdtgSCjFIXlMAWOAYANiU2naAAd52FhNm2wQAAAAtAQAABAAAAPABAQAIAAAAMgqAAlQBAQAAAD15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjgGADYlNp2gAHedhYTZtsEAAAALQEBAAQAAADwAQAACAAAADIK+gAVAwEAAABjeQgAAAAyCu8DjQIBAAAAbXkIAAAAMgrgAgoFAQAAAG15HAAAAPsCgP4AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAFjgGADYlNp2gAHedhYTZtsEAAAALQEAAAQAAADwAQEACAAAADIKgAJLBAEAAABueQgAAAAyCoACOgABAAAAbnkcAAAA+wIg/wAAAAAAAJABAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4AWOAYANiU2naAAd52FhNm2wQAAAAtAQEABAAAAPABAAAIAAAAMgrvA6sDAQAAADF5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIQAAcAAAAAALwCAAAAAAECAiJTeXN0ZW0A2xYTZtsAAAoAOACKAQAAAAAAAAAAdOIYAAQAAAAtAQAABAAAAPABAQADAAAAAAA=)Normally, we let

Given *c* training sets from *c* classes, the total number of samples is
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Using Bayesian decision rule and posterior probability,
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So from the above posterior probability expression, we can derive a decision rule which tells us to look in a neighborhood of the unknown feature vector for *k* samples. If within that neighborhood, more samples lay in class *i* than any other class, we assign the unknown as belonging to class *i*. This is using majority voting principle.

For distance calculation, most commonly used is Euclidean distance metric while we can also use Minkowski distance.

In the project, distance from a sample data to all data in training set was calculated and sorted in ascending order. Then picking only k of the nearest distances, majority of class of training data in k samples was identified.

**BackPropagation**

Back propagation is feed forward neural network algorithm where feedback is only used during training of network. It is a method of trainingneural network used in conjunction with an optimization method, which is least mean square in our case.
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Figure2: backpropagation three layer network
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The backpropagation learning rule is based on gradient descent where the weights are initialized with random values, and changed in a direction that will reduce the error to find weight values.
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Back propagation uses sigmoid function as threshold function which is continuous and derivable.
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**Decision Tree**

Decision tree is one of the predictive modeling approaches used in statistics, data mining and machine learning. Tree models where the target variable can take a finite set of values are called classification trees and tree models where target variable can take continuous values are called regression trees. The term Classification And Regression Tree (CART) analysis is a term used to refer to both classification and regression procedures.

Decision tree learning constructs a decision tree from class labeled training samples. In a decision tree, each internal (non-leaf) node denotes a test on an attribute, each branch represents the outcome of a test, and each leaf (or terminal) node holds a class label. The topmost node in a tree is the root node.

Since it is more expressive and simple in training, most of the decision trees are binary tree. We seek property query at each node that makes data reaching the immediate leaf nodes contain as less impurity as possible.
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Figure3: Decision tree example

**Support Vector machine (SVM)**

Support Vector Machines are motivated by training the linear machines with margins, but rely on preprocessing the data to represent patterns in a high dimension — typically much higher than the original feature space. In this project, we used predefined function to apply classification by using SVM for multiclass data set.
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To apply SVM:

For Non-separable Cases we can use:

1. SVM with soft margin
2. Kernel trick

**k-means**

k-means is one of the clustering algorithms which assumes there are k clusters and starts by initializing cluster centers to arbitrary values.

Step 1: Begin with an arbitrary set of cluster centers and assign samples to nearest clusters

Step 2: Calculate sample mean of each cluster using samples in each cluster

Step 3: Reassign each sample to the cluster with the nearest cluster mean

Step 4: If assignment of sample to cluster does not change cluster, then stop; else repeat from step 2

**Winner takes all**

Winner takes all is improvement in k-means algorithm to increase speed of convergence. The winner (cluster center which is nearest to a sample) is updated on the fly immediately after a sample is classified to the cluster by pulling cluster towards the sample.

Step 1: Begin with an arbitrary set of cluster centers*i*

Step 2: Calculate sample mean of each cluster using samples in each cluster

Step 3: For each sample **x**, find the nearest cluster center, which is called the winner and assign the sample to the cluster

Step 4: Modifyusingnew = old + (**x**- old) whereis learning parameter and typically small value in order of 0.001

Step 5: If assignment of sample to cluster does not change cluster, then stop; else repeat from step 2



x

x-

**Kohonen Feature Map**

It is an extension of the winner-take-all algorithm and is also called self-organizing feature maps. In this algorithm, a problem dependent topological distance is assumed to exist between each pair of cluster centers. When the winner cluster center is updated so are other cluster centers as its neighbors in the sense of topological distance.



x

x-









The winning cluster center and its neighbors are trained based on the following formula:

are cluster centers

As k increases, decreases. (However, for this project it is chosen small value constant)

are coordinates of cluster centers

are coordinates of winning cluster center

The last expression tells that closer the neighbors are in topology, more affected they are.

**Classifier fusion**

Classifier fusion is integration of different classifiers for classifying a dataset. A classifier fusion is applied to get better accuracy, which means getting the classification result from multiple classifiers instead of only one and use all the results to generate one. In this project, we applied three classification fusion algorithms, which are majority voting, Naïve Bayes and behavior knowledge space.

**Majority voting**

There are three methods for applying majority voting:

1. Unanimity (100%)

To classify a sample to a certain class we have to have an agreement between different classifiers used for fusion.

1. Simple majority (50%+1)

To classify a sample to a certain class we have to have more than 50%+1 of the classifiers are agree to this class.

1. Plurality (most votes)

We pick the highest selected class as classification results.

**Naïve Bayes**

In Naïve Bayes,it is assumed classifiers are independent of each other.Confusion matrix can be generated based on known label of samples and to which class label it was classified by classifier. Then Bayesian decision rule can be applied as a decision rule to classify each sample based on confusion matrix:

![](data:image/x-wmf;base64,183GmgAAAAAAAMAcwA0ACQAAAAARTwEACQAAA+sHAAADABwAAAAAAAUAAAAJAgAAAAAFAAAAAgEBAAAABQAAAAEC////AAUAAAAuARgAAAAFAAAACwIAAAAABQAAAAwCwA3AHBIAAAAmBg8AGgD/////AAAQAAAAwP///6P///+AHAAAYw0AAAsAAAAmBg8ADABNYXRoVHlwZQAAQAMcAAAA+wIL/uUAAAAAAJABAAAAAgQCABBTeW1ib2wAAIXShnZerz2L/v///6snCgQAAAoAYLRnAAQAAAAtAQAACAAAADIKoAI+AQEAAAAoeRwAAAD7Agv+5QAAAAAAkAEAAAACBAIAEFN5bWJvbAAAhdKGdl6vPYv+////TicKgwAACgDgs2cABAAAAC0BAQAEAAAA8AEAAAgAAAAyCqACrQQBAAAAKXkcAAAA+wIL/uUAAAAAAJABAAAAAgQCABBTeW1ib2wAAIXShnZerz2L/v///6snCgUAAAoAwLNnAAQAAAAtAQAABAAAAPABAQAIAAAAMgqwAbYHAQAAACgAHAAAAPsCC/7lAAAAAACQAQAAAAIEAgAQU3ltYm9sAACF0oZ2Xq89i/7///9OJwqEAAAKAOCzZwAEAAAALQEBAAQAAADwAQAACAAAADIKsAElCwEAAAApeRwAAAD7Agv+5QAAAAAAkAEAAAACBAIAEFN5bWJvbAAAhdKGdl6vPYv+////qycKBgAACgCgtWcABAAAAC0BAAAEAAAA8AEBAAgAAAAyCrABlQwBAAAAKHkcAAAA+wIL/uUAAAAAAJABAAAAAgQCABBTeW1ib2wAAIXShnZerz2L/v///04nCoUAAAoAQLZnAAQAAAAtAQEABAAAAPABAAAIAAAAMgqwAaIOAQAAACltHAAAAPsCC/7lAAAAAACQAQAAAAIEAgAQU3ltYm9sAACF0oZ2Xq89i/7///+rJwoHAAAKAMCzZwAEAAAALQEAAAQAAADwAQEACAAAADIKygOnCgEAAAAoeRwAAAD7Agv+5QAAAAAAkAEAAAACBAIAEFN5bWJvbAAAhdKGdl6vPYv+////TicKhgAACgDAtWcABAAAAC0BAQAEAAAA8AEAAAgAAAAyCsoDuwsBAAAAKQAIAAAA+gIAABAAAAAAAAAABAAAAC0BAAAFAAAAFAJDAqIGBQAAABMCQwIWDxwAAAD7Agv+5QAAAAAAkAEAAAACBAIAEFN5bWJvbAAAhdKGdl6vPYv+////qycKCAAACgDgs2cABAAAAC0BAgAEAAAA8AEBAAgAAAAyCrAB1REBAAAAKCccAAAA+wIL/uUAAAAAAJABAAAAAgQCABBTeW1ib2wAAIXShnZerz2L/v///04nCocAAAoAYLRnAAQAAAAtAQEABAAAAPABAgAIAAAAMgqwAeITAQAAACknHAAAAPsCC/7lAAAAAACQAQAAAAIEAgAQU3ltYm9sAACF0oZ2Xq89i/7///+rJwoJAAAKACC1ZwAEAAAALQECAAQAAADwAQEACAAAADIKsAEqGAEAAAAoeRwAAAD7Agv+5QAAAAAAkAEAAAACBAIAEFN5bWJvbAAAhdKGdl6vPYv+////TicKiAAACgDAtWcABAAAAC0BAQAEAAAA8AECAAgAAAAyCrABChwBAAAAKSccAAAA+wIL/uUAAAAAAJABAAAAAgQCABBTeW1ib2wAAIXShnZerz2L/v///6snCgoAAAoAoLVnAAQAAAAtAQIABAAAAPABAQAIAAAAMgrKA2UWAQAAACgnHAAAAPsCC/7lAAAAAACQAQAAAAIEAgAQU3ltYm9sAACF0oZ2Xq89i/7///9OJwqJAAAKAMC1ZwAEAAAALQEBAAQAAADwAQIACAAAADIKygN5FwEAAAApeQUAAAAUAkMCtxAFAAAAEwJDAn4cHAAAAPsCC/7lAAAAAACQAQAAAAIEAgAQU3ltYm9sAACF0oZ2Xq89i/7///+rJwoLAAAKAEC2ZwAEAAAALQECAAQAAADwAQEACAAAADIKAAY+AQEAAAAoeRwAAAD7Agv+5QAAAAAAkAEAAAACBAIAEFN5bWJvbAAAhdKGdl6vPYv+////TicKigAACgAAtWcABAAAAC0BAQAEAAAA8AECAAgAAAAyCgAGSwMBAAAAKXkcAAAA+wIL/uUAAAAAAJABAAAAAgQCABBTeW1ib2wAAIXShnZerz2L/v///6snCgwAAAoAYLZnAAQAAAAtAQIABAAAAPABAQAIAAAAMgpHCDQBAQAAACh5HAAAAPsCC/7lAAAAAACQAQAAAAIEAgAQU3ltYm9sAACF0oZ2Xq89i/7///9OJwqLAAAKAOCzZwAEAAAALQEBAAQAAADwAQIACAAAADIKRwgUBQEAAAApeRwAAAD7Agv+5QAAAAAAkAEAAAACBAIAEFN5bWJvbAAAhdKGdl6vPYv+////qycKDQAACgCgtWcABAAAAC0BAgAEAAAA8AEBAAgAAAAyCtQLPgEBAAAAKG0cAAAA+wIL/uUAAAAAAJABAAAAAgQCABBTeW1ib2wAAIXShnZerz2L/v///04nCowAAAoA4LNnAAQAAAAtAQEABAAAAPABAgAIAAAAMgrUC60EAQAAACltBQAAABQCdwvIBgUAAAATAncLvQkcAAAA+wLA/QAAAAAAAJABAAAAAgQCABBTeW1ib2wAAIXShnZerz2L/v///6snCg4AAAoAYLZnAAQAAAAtAQIABAAAAPABAQAIAAAAMgovDPQJAQAAANUnHAAAAPsCIP8AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACF0oZ2Xq89i/7///9OJwqNAAAKAOCzZwAEAAAALQEBAAQAAADwAQIACAAAADIKSA2kCgEAAAA9JwgAAAAyClUMuQgBAAAALScIAAAAMgoTAgwWAQAAAD15HAAAAPsCgP4AAAAAAACQAQAAAAIEAgAQU3ltYm9sAACF0oZ2Xq89i/7///+rJwoPAAAKAGC0ZwAEAAAALQECAAQAAADwAQEACAAAADIK1wtcBQEAAAC1eQgAAAAyCkoI0QUBAAAAPScIAAAAMgoDBggEAQAAAD0nCAAAADIKswFyFAEAAADVJwgAAAAyCqMCfw8BAAAAPXkIAAAAMgqjAmoFAQAAAD15HAAAAPsCIP8AAAAAAACQAQEAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9OJwqOAAAKAAC1ZwAEAAAALQEBAAQAAADwAQIACAAAADIKTgqsCgEAAABMJwgAAAAyCkgNVQoBAAAAaXkIAAAAMgorC9ENAQAAAGknCAAAADIKNwyCDgEAAABzAAgAAAAyCjcMwg0BAAAAa3kIAAAAMgpVDDIIAQAAAEx5CAAAADIKYQ0MCAEAAABreQgAAAAyCjcMogIBAAAAawAIAAAAMgqqCEkMAQAAAGttCAAAADIKqgh9CQEAAABzbQgAAAAyCqoIvQgBAAAAaycIAAAAMgqqCGsEAQAAAGsACAAAADIKqghAAgEAAABpeQgAAAAyCmMGZAYBAAAAaycIAAAAMgpjBqICAQAAAGt5CAAAADIKEwJhGwEAAABreQgAAAAyChMCNhkBAAAAaQAIAAAAMgoHAcoVAQAAAEwnCAAAADIKEwK9FQEAAABpeQgAAAAyChMCORMBAAAAawAIAAAAMgoTAvkNAQAAAGsnCAAAADIKEwJ8CgEAAABrAAgAAAAyCgMDogIBAAAAawAcAAAA+wJg/wAAAAAAAJABAQAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///6snChAAAAoA4LNnAAQAAAAtAQIABAAAAPABAQAIAAAAMgpvDNYOAQAAAGl5CAAAADIK4gjRCQEAAABpeRwAAAD7AoD+AAAAAAAAkAEBAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////TicKjwAACgBgtGcABAAAAC0BAQAEAAAA8AECAAgAAAAyCtcLBAwCAAAAY20IAAAAMgoBDfIGAQAAAE4nCAAAADIK1wtFAAEAAABQeQgAAAAyCkoILwsBAAAATicIAAAAMgpKCP8GAgAAAGNtCAAAADIKSgiyAQEAAABzeQgAAAAyCkoIZgABAAAAcCcIAAAAMgoDBu8HAQAAAE4nCAAAADIKAwZKBQEAAABOeQgAAAAyCgMGRQABAAAAUHkIAAAAMgrNA2wVAQAAAFBtCAAAADIKswGoGAEAAABzJwgAAAAyCrMBXBcBAAAAcCcIAAAAMgqzAdwQAQAAAFB5CAAAADIKzQOuCQEAAABQeQgAAAAyCrMBnAsBAAAAUHkIAAAAMgqzAegGAQAAAHBtCAAAADIKowJFAAEAAABQbRwAAAD7AiD/AAAAAAAAkAEAAAAABAIAEFRpbWVzIE5ldyBSb21hbgD+////qycKEQAACgDgtWcABAAAAC0BAgAEAAAA8AEBAAgAAAAyCkgNFAsBAAAAMW0IAAAAMgo3DEIOAQAAACxtCAAAADIKVQwpCQEAAAAxeQgAAAAyCqoIPQkBAAAALHkIAAAAMgoTAnwWAQAAADF5HAAAAPsCgP4AAAAAAACQAQAAAAAEAgAQVGltZXMgTmV3IFJvbWFuAP7///9OJwqQAAAKAAC1ZwAEAAAALQEBAAQAAADwAQIACAAAADIK5wriBwEAAAAxbQgAAAAyCtcLgwMBAAAAfCcIAAAAMgpKCHUKAQAAAC95CAAAADIKSgjxAgEAAAB8eQgAAAAyCgMGNQcBAAAALycIAAAAMgqzAecZAQAAAHx5CAAAADIKswECCQEAAAB8eQgAAAAyCqMCgwMBAAAAfCccAAAA+wKA/gAAAAAAALwCAAAAAAQCABBUaW1lcyBOZXcgUm9tYW4A/v///6snChIAAAoAQLVnAAQAAAAtAQIABAAAAPABAQAIAAAAMgrXCwkEAQAAAHNtCAAAADIKzQPVFgEAAABzeQgAAAAyCs0DFwsBAAAAc3kIAAAAMgqzASYIAQAAAHMnCAAAADIKowIJBAEAAABzbRwAAAD7AoD+AAAAAAAAkAEBAAACBAIAEFN5bWJvbAAAhdKGdl6vPYv+////TicKkQAACgDgs2cABAAAAC0BAQAEAAAA8AECAAgAAAAyCtcLnwEBAAAAd3kIAAAAMgpKCGgDAQAAAHcnCAAAADIKAwafAQEAAAB3eQgAAAAyCrMBXhoBAAAAd20IAAAAMgqzATYSAQAAAHd5CAAAADIKswH2DAEAAAB3bQgAAAAyCrMBeQkBAAAAd3kIAAAAMgqjAp8BAQAAAHd5CgAAACYGDwAKAP////8BAAAAAAAcAAAA+wIUAAgAAAAAALwCAAAAsgECAiJTeXN0ZW0AdikAigQAAAoABgAAACkAigQCAAAAQNsYAAQAAAAtAQIABAAAAPABAQADAAAAAAA=)

Where

L classifiers, i=1,..,L

c classes, k=1,…,c

si: class label given by the ith classifier, i=1,…,L, s={s1,…,sL}.

**Behavior knowledge space**

In this algorithm,for a particular combination of output labels from each classifier, number of samples from actual class of each sample is calculated. Then the voting goes to the class containing maximum number of samples for that combination of output labels from different classifiers.And a lookup table can be generated for fused result of classifiers.

Experiments and Results

The dataset was first normalized and then FLD was used to reduce dimensions from 18 to only 3. PCA was also performed on normalized with tolerance of 0.1 which resulted to reduced dimensions of 6.

All three datasets from normalization, FLD and PCA were each divided into three folds for better evaluation of performance of classifiers.

**Maximum posterior probability(MPP)**

After applying MPP for the three folds consist of normalized data set, we get the following error rate:

1. Case I

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.475177 |
| 2 | 0.507092 |
| 3 | 0.453901 |
| Average error rate=0.4787 | |

Table 2: Error rate from mpp case I

1. Case II

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.230469 |
| 2 | 0.191489 |
| 3 | 0.212766 |
| Average error rate=0.21157 | |

Table 3: Error rate from mpp case II

**Comments**:

We couldn’t perform mpp case III for normalized data that because the dimensions of the data set are 18 and the code couldn’t find the determinant of 18 by 18 covariance matrix. So, we chose case II as best case, and we performed mpp for reduced dimension data set by using case 2.

MPP for reduced dimension data set:

1. Case II for dimension reduced data set by using PCA

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.47447 |
| 2 | 0.482269 |
| 3 | 0.471631 |
| Average error rate=0.4761 | |

Table 4: Error rate from mpp case II for reduced data set by using PCA

1. Case II for dimension reduced data set by using FLD

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.3014 |
| 2 | 0.3085 |
| 3 | 0.33333 |
| Average error rate=0.3144 | |

Table 5: Error rate from mpp case II for reduced data set by using FLD

**Comments**:

After performing MPP for normalized data set and reduced dimension data set, we found the normalized data set gave us the best accuracy.

**KNN**

To accelerate the performance we used KNN with partial distance. After applying KNN for deferent K we got the following results:

1. Normalized data set fold1:

|  |  |
| --- | --- |
| K value | Error rate |
| 1 | 0.28 |
| 3 | 0.28 |
| 10 | 0.32 |
| 15 | 0.29 |
| 23 (the square root of the data set) | 0.32 |

Table 6: the error rate for fold1 after applying KNN

1. Normalized data set fold2:

|  |  |
| --- | --- |
| K value | Error rate |
| 1 | 0.28 |
| 3 | 0.30 |
| 10 | 0.28 |
| 15 | 0.30 |
| 23 (the square root of the data set) | 0.30 |

Table 7: the error rate for fold1 after applying KNN

1. Normalized data set fold3:

|  |  |
| --- | --- |
| K value | Error rate |
| 1 | 0.26 |
| 3 | 0.28 |
| 10 | 0.28 |
| 15 | 028 |
| 23 (the square root of the data set) | 0.31 |

Table 8: the error rate for fold1 after applying KNN

**Comments**:

The result from different K’s are close. We chose 3 as a best value for K, so we decided to apply KNN with K=3 for reduced dimension data set.

For Reduced dimension data set we get the following results:

1. KNN with K=3 for dimension reduced data set by using PCA

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.361 |
| 2 | 0.361 |
| 3 | 0.368 |
| Average error rate=0.363 | |

Table 9: Error rate from KNN with K=3 for reduced data set by using PCA

1. KNN with K=3 for dimension reduced data set by using FLD

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.28 |
| 2 | 0.30 |
| 3 | 0.28 |
| Average error rate=0.363 | |

Table 10: Error rate from KNN with K=3 for reduced data set by using FLD

**Comments**:

After applying KNN for reduced dimension data set by using PCA, the accuracy for the classifier was reduced and the error rate was increased compared to results for KNN for normalized data set. However, the results from reduced dimension data set by using FLD were almost the same with normalized data set.

**Back Propagation**

For normalized data set:

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.2092 |
| 2 | 0.2021 |
| 3 | 0.2128 |
| Average error rate=0.2080 | |

Table 11: Error rate from PB using normalized data set

For PCA:

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.4539 |
| 2 | 0.4291 |
| 3 | 0. 5177 |
| Average error rate=0.4669 | |

Table 12: Error rate from PB for reduced data set by using PCA

For FLD:

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.2553 |
| 2 | 0.2695 |
| 3 | 0.2624 |
| Average error rate=0.2624 | |

Table 13: Error rate from PB for reduced data set by using FLD

**Comments**:

From the classification accuracy results, back propagation seemed to have higher performance for normalized dataset.

**Decision Tree**

For normalized data set:

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.2872 |
| 2 | 0. 2943 |
| 3 | 0. 3050 |
| Average error rate=0.2955 | |

Table 14: Error rate from Decision tree using normalized data set

For PCA:

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.3865 |
| 2 | 0.3865 |
| 3 | 0.3794 |
| Average error rate=0.3841 | |

Table 15: Error rate from Decision tree for reduced data set by using PCA

For FLD:

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.3298 |
| 2 | 0.3546 |
| 3 | 0.2908 |
| Average error rate=0.3251 | |

Table 16: Error rate from Decision tree for reduced data set by using FLD

**Comments**:

For decision tree, the best accuracy is 0.2955 and is for normalized dataset.

**SVM**

After applying SVM for normalized data set and reduced dimension data set we get the following results:

1. SVM for normalized data set:

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.2589 |
| 2 | 0.2943 |
| 3 | 0.2518 |
| Average error rate=0.26 | |

Table 17: Error rate from SVM

1. SVM for dimension reduced data set by using PCA

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.44 |
| 2 | 0.42 |
| 3 | 0.41 |
| Average error rate=0.42 | |

Table 18: Error rate from SVMfor reduced data set by using PCA

1. SVM for dimension reduced data set by using FLD

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.27 |
| 2 | 0.33 |
| 3 | 0.29 |
| Average error rate=0.29 | |

Table 19: Error rate from SVM for reduced data set by using FLD

**Comments**:

We got the best result for SVM from normalized data set by using FLD, and it’s high accuracy compared to other classifiers.

**k-means:**

It was tested on a single whole sample set.

For normalized data set:

Accuracy=0.6501

For FLD:

Accuracy=0.6478

For PCA:

Accuracy=0.6158

**Winner Takes All**

For normalized data set:

Accuracy=0.6454

For FLD:

Accuracy=0.6477

For PCA:

Accuracy=0. 6158

**Kohonen Map**

For normalized data set:

Accuracy= 0.6489

For FLD:

Accuracy=0. 5284

For PCA:

Accuracy=0. 6478

**For all unsupervised clustering methods, performance error rate was found way higher.**

**Classifier Fusion**

After experimenting and classifying with all classifiers, the best three classifiers for the project were MPP case II, back propagation and kNN with k=3, and for normalized dataset. So we opted to do fusion using output labels from those classifiers on normalized datasets.

**Majority Voting (Plurality)**

It used only simple algorithm that chooses label with highest occurrence in out of three classifier output labels. Using this, accuracy of integrated classifier was measured to be 0.2399.

**Naïve Bayes**

After we selected the best classifier, we constructed the confusion matrix for each of them:

1. Confusion Matrix from MPP case 2

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Class | 0 | 1 | 2 | 3 |
| 0 | 200 | 2 | 7 | 4 |
| 1 | 3 | 203 | 1 | 5 |
| 2 | 12 | 10 | 129 | 62 |
| 3 | 11 | 4 | 58 | 135 |

Table 20:MPP Confusion

1. Confusion Matrix from KNN with K=3

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Class | 0 | 1 | 2 | 3 |
| 0 | 195 | 10 | 3 | 5 |
| 1 | 5 | 204 | 0 | 3 |
| 2 | 21 | 11 | 109 | 72 |
| 3 | 21 | 6 | 90 | 91 |

Table 21:KNN Confusion matrix

1. Confusion Matrix from Back Propagation

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| Class | 0 | 1 | 2 | 3 |
| 0 | 192 | 2 | 3 | 2 |
| 1 | 3 | 210 | 2 | 3 |
| 2 | 6 | 8 | 150 | 53 |
| 3 | 8 | 10 | 76 | 118 |

Table 22:BP Confusion matrix

Based on these results, we constructed the following lookup table:

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| MPP | KNN | PB | Results | MPP 1 | KNN | PB | Results |
| 0 | 0 | 0 | 0 | 2 | 0 | 0 | 0 |
| 0 | 0 | 1 | 0 | 2 | 0 | 1 | 2 |
| 0 | 0 | 2 | 0 | 2 | 0 | 2 | 2 |
| 0 | 0 | 3 | 0 | 2 | 0 | 3 | 3 |
| 0 | 1 | 0 | 0 | 2 | 1 | 0 | 0 |
| 0 | 1 | 1 | 1 | 2 | 1 | 1 | 1 |
| 0 | 1 | 2 | 2 | 2 | 1 | 2 | 2 |
| 0 | 1 | 3 | 3 | 2 | 1 | 3 | 2 |
| 0 | 2 | 0 | 0 | 2 | 2 | 0 | 2 |
| 0 | 2 | 1 | 2 | 2 | 2 | 1 | 2 |
| 0 | 2 | 2 | 2 | 2 | 2 | 2 | 2 |
| 0 | 2 | 3 | 3 | 2 | 2 | 3 | 2 |
| 0 | 3 | 0 | 0 | 2 | 3 | 0 | 2 |
| 0 | 3 | 1 | 3 | 2 | 3 | 1 | 2 |
| 0 | 3 | 2 | 2 | 2 | 3 | 2 | 2 |
| 0 | 3 | 3 | 3 | 2 | 3 | 3 | 3 |
| 1 | 0 | 0 | 0 | 3 | 0 | 0 | 0 |
| 1 | 0 | 1 | 1 | 3 | 0 | 1 | 3 |
| 1 | 0 | 2 | 2 | 3 | 0 | 2 | 3 |
| 1 | 0 | 3 | 2 | 3 | 0 | 3 | 3 |
| 1 | 1 | 0 | 1 | 3 | 1 | 0 | 0 |
| 1 | 1 | 1 | 1 | 3 | 1 | 1 | 1 |
| 1 | 1 | 2 | 1 | 3 | 1 | 2 | 2 |
| 1 | 1 | 3 | 1 | 3 | 1 | 3 | 3 |
| 1 | 2 | 0 | 2 | 3 | 2 | 0 | 3 |
| 1 | 2 | 1 | 2 | 3 | 2 | 1 | 3 |
| 1 | 2 | 2 | 2 | 3 | 2 | 2 | 2 |
| 1 | 2 | 3 | 2 | 3 | 2 | 3 | 3 |
| 1 | 3 | 0 | 2 | 3 | 3 | 0 | 3 |
| 1 | 3 | 1 | 1 | 3 | 3 | 1 | 3 |
| 1 | 3 | 2 | 2 | 3 | 3 | 2 | 3 |
| 1 | 3 | 3 | 3 | 3 | 3 | 3 | 3 |

Table 23:Naïve Bayes lookup table

By using this lookup table we tested the Naïve Bayes performance and got the following results

|  |  |
| --- | --- |
| Fold | Error rate |
| 1 | 0.24822 |
| 2 | 0.2375 |
| 3 | 0.2269 |
| Average error rate=0.237 | |

Table 24:Error rate after using Naïve Bayes

**Comments**:

From the previous table, we can see the overall performance is improved that compared by using only one classifier.

**Behavior Knowledge Space (BKS)**

Classification output labels from all BP, MPP case II and KNN were used to generate lookup table for BKS.

|  |  |  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- | --- | --- |
| PB | MPP | KNN | t1(0) | t2(1) | t3(2) | t4(3) | result |
| 0 | 0 | 0 | 166 | 0 | 7 | 5 | 0 |
| 0 | 0 | 1 | 6 | 1 | 0 | 0 | 0 |
| 0 | 0 | 2 | 3 | 0 | 1 | 1 | 0 |
| 0 | 0 | 3 | 3 | 1 | 0 | 1 | 0 |
| 0 | 1 | 0 | 1 | 3 | 0 | 0 | 1 |
| 0 | 1 | 1 | 1 | 34 | 1 | 0 | 1 |
| 0 | 1 | 2 | 0 | 0 | 1 | 0 | 2 |
| 0 | 1 | 3 | 0 | 0 | 0 | 0 | 3 |
| 0 | 2 | 0 | 4 | 0 | 4 | 3 | 2 |
| 0 | 2 | 1 | 1 | 0 | 1 | 0 | 2 |
| 0 | 2 | 2 | 0 | 0 | 3 | 3 | 3 |
| 0 | 2 | 3 | 1 | 0 | 3 | 3 | 3 |
| 0 | 3 | 0 | 3 | 1 | 2 | 2 | 0 |
| 0 | 3 | 1 | 1 | 1 | 2 | 1 | 2 |
| 0 | 3 | 2 | 0 | 0 | 3 | 6 | 3 |
| 0 | 3 | 3 | 0 | 0 | 0 | 2 | 3 |
| 1 | 0 | 0 | 18 | 0 | 0 | 2 | 0 |
| 1 | 0 | 1 | 1 | 1 | 0 | 0 | 1 |
| 1 | 0 | 2 | 0 | 0 | 0 | 0 | 3 |
| 1 | 0 | 3 | 1 | 0 | 3 | 1 | 2 |
| 1 | 1 | 0 | 0 | 1 | 1 | 0 | 2 |
| 1 | 1 | 1 | 0 | 92 | 3 | 1 | 1 |
| 1 | 1 | 2 | 0 | 0 | 2 | 1 | 2 |
| 1 | 1 | 3 | 0 | 0 | 1 | 2 | 3 |
| 1 | 2 | 0 | 1 | 0 | 0 | 0 | 0 |
| 1 | 2 | 1 | 0 | 0 | 0 | 1 | 3 |
| 1 | 2 | 2 | 0 | 0 | 3 | 5 | 3 |
| 1 | 2 | 3 | 0 | 0 | 3 | 3 | 3 |
| 1 | 3 | 0 | 0 | 0 | 2 | 5 | 3 |
| 1 | 3 | 1 | 0 | 2 | 2 | 2 | 3 |
| 1 | 3 | 2 | 0 | 0 | 5 | 8 | 3 |
| 1 | 3 | 3 | 0 | 0 | 2 | 20 | 3 |
| 2 | 0 | 0 | 2 | 0 | 1 | 0 | 0 |
| 2 | 0 | 1 | 0 | 0 | 0 | 0 | 3 |
| 2 | 0 | 2 | 0 | 0 | 0 | 0 | 3 |
| 2 | 0 | 3 | 0 | 0 | 0 | 0 | 3 |
| 2 | 1 | 0 | 0 | 0 | 0 | 0 | 3 |
| 2 | 1 | 1 | 0 | 32 | 0 | 0 | 1 |
| 2 | 1 | 2 | 0 | 0 | 0 | 0 | 3 |
| 2 | 1 | 3 | 0 | 2 | 0 | 0 | 1 |
| 2 | 2 | 0 | 0 | 0 | 1 | 2 | 3 |
| 2 | 2 | 1 | 0 | 1 | 1 | 0 | 2 |
| 2 | 2 | 2 | 0 | 0 | 52 | 15 | 2 |
| 2 | 2 | 3 | 0 | 0 | 23 | 6 | 2 |
| 2 | 3 | 0 | 0 | 0 | 1 | 0 | 2 |
| 2 | 3 | 1 | 0 | 0 | 1 | 1 | 3 |
| 2 | 3 | 2 | 0 | 0 | 9 | 24 | 3 |
| 2 | 3 | 3 | 0 | 0 | 14 | 20 | 3 |
| 3 | 0 | 0 | 0 | 0 | 0 | 1 | 3 |
| 3 | 0 | 1 | 0 | 0 | 0 | 0 | 3 |
| 3 | 0 | 2 | 0 | 0 | 0 | 0 | 3 |
| 3 | 0 | 3 | 0 | 0 | 0 | 0 | 3 |
| 3 | 1 | 0 | 0 | 0 | 0 | 0 | 3 |
| 3 | 1 | 1 | 0 | 39 | 0 | 0 | 1 |
| 3 | 1 | 2 | 0 | 0 | 0 | 0 | 3 |
| 3 | 1 | 3 | 0 | 0 | 1 | 0 | 2 |
| 3 | 2 | 0 | 0 | 0 | 1 | 1 | 3 |
| 3 | 2 | 1 | 0 | 0 | 0 | 0 | 3 |
| 3 | 2 | 2 | 0 | 0 | 20 | 9 | 2 |
| 3 | 2 | 3 | 0 | 0 | 14 | 7 | 2 |
| 3 | 3 | 0 | 0 | 0 | 1 | 0 | 2 |
| 3 | 3 | 1 | 0 | 1 | 0 | 0 | 1 |
| 3 | 3 | 2 | 0 | 0 | 10 | 18 | 3 |
| 3 | 3 | 3 | 0 | 0 | 8 | 26 | 3 |

Table 25:BKS lookup table

The accuracy using this lookup table was 0.1891. This was better than any of the performances noted for any classifier.

Discussion

In the project, we tried to classify vehicle silhouettes as different vehicles using different classification techniques. Supervised classification techniques were found to give better performance than unsupervised classifiers. And for improving performance of classification, we did experiment on fusion of best three classifiers. We used three different fusion algorithms plurality, Naïve Bayes and behavior knowledge space to test on fused results. The accuracy of fused classifiers on overall was found better than individual classifiers and among them behavior knowledge space fused classifier gave highest accuracy for the dataset.
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Appendixes

**Appendix A: Preprocessing codes:**

1. Normalizing data set(norm.cpp):
2. #include <iostream>
3. #include <fstream>
4. #include <cmath>
5. #include <cstdlib>
6. #include "Matrix.h"
7. #include "Pr.h"
8. #define usage "Usage: ./norm traning\_set testing\_set\n\n"
9. void normalize**(**Matrix **&**tr**,** Matrix **&**te**,** const int nf**,** const int flag**)**
10. **{**
11. Matrix mu**,** Sigma**,** sigma**;**
12. // get the statistics from the training set
13. mu **=** mean**(**tr**,** nf**);**
14. Sigma **=** cov**(**tr**,** nf**);**
15. sigma**.**createMatrix**(**nf**,**1**);**
16. **for** **(**int j**=**0**;** j**<**nf**;** j**++)**
17. sigma**(**j**,**0**)** **=** sqrt**(**Sigma**(**j**,**j**));**
18. // normalize the training set
19. **for** **(**int i**=**0**;** i**<**tr**.**getRow**();** i**++)** **{**
20. **for** **(**int j**=**0**;** j**<**nf**;** j**++)**
21. tr**(**i**,**j**)** **=** **(**tr**(**i**,**j**)-**mu**(**j**,**0**))** **/** sigma**(**j**,**0**);**
22. **}**
23. // normalize the test set
24. **if** **(**flag**)** **{**
25. **for** **(**int i**=**0**;** i**<**te**.**getRow**();** i**++)** **{**
26. **for** **(**int j**=**0**;** j**<**nf**;** j**++)**
27. te**(**i**,**j**)** **=** **(**te**(**i**,**j**)-**mu**(**j**,**0**))** **/** sigma**(**j**,**0**);**
28. **}**
29. **}**
30. **}**
31. **using** **namespace** std**;**
32. int main **(**int argc**,** char **\*\***Set**)**
33. **{**
34. **if** **(**argc **<** 3**)** **{**
35. cout **<<** usage**;**
36. exit**(**1**);**
37. **}**
38. int i**,** j**,**k**;**
39. static Matrix **\***meanstr**,\***sigma**,** **\***norm**,** **\***normt**;**
40. int nc**,**nr**,**nf**,**tenr**,**tmpnr**,**tmptnr**;**
41. float sum**,**sumt**;**
42. nf**=**atoi**(**Set**[**3**]);**
43. Matrix tmp2**,**tmp1**,**data**,** te**;**
44. data **=** readData**(**Set**[**1**],**nf**);**
45. nc **=** data**.**getCol**();**
46. nr **=** data**.**getRow**();**
47. te **=** readData**(**Set**[**2**],**nf**);**
48. tenr**=** te**.**getRow**();**
49. normalize**(**data**,**te**,** nf**,** 1**);**
50. writeData**(**data **,**"nX.tr"**);**
51. writeData**(**te**,**"nX.te"**);**
52. **return** 0**;**
53. **}**
54. Dimensionality reduction using Fisher discriminant function (fld.m)

% extract the samples belonging to different classes

nf**=**18**;**

c**=**4**;**

load dataset**;**

Tr **=** dataset**;**

I0 **=** find**(**Tr**(:,**nf**+**1**)** **==** 0**);** % find the row indices for the 1st class, labeled as 0

Tr0 **=** Tr**(**I0**,**1**:**nf**);**

I1 **=** find**(**Tr**(:,**nf**+**1**)** **==** 1**);** % find the row indices for the 1st class, labeled as 1

Tr1 **=** Tr**(**I1**,**1**:**nf**);**

I2 **=** find**(**Tr**(:,**nf**+**1**)** **==** 2**);** % find the row indices for the 1st class, labeled as 2

Tr2 **=** Tr**(**I2**,**1**:**nf**);**

I3 **=** find**(**Tr**(:,**nf**+**1**)** **==** 3**);** % find the row indices for the 1st class, labeled as 3

Tr3 **=** Tr**(**I3**,**1**:**nf**);**

C0**=**cov**(**Tr0**);**

M0**=**mean**(**Tr0**);**

n0**=**size**(**Tr0**,**1**);**

S0**=(**n0**-**1**)\***C0**;**

C1**=**cov**(**Tr1**);**

M1**=**mean**(**Tr1**);**

n1**=**size**(**Tr1**,**1**);**

S1**=(**n1**-**1**)\***C0**;**

C2**=**cov**(**Tr2**);**

M2**=**mean**(**Tr2**);**

n2**=**size**(**Tr2**,**1**);**

S2**=(**n2**-**1**)\***C0**;**

C3**=**cov**(**Tr3**);**

M3**=**mean**(**Tr3**);**

n3**=**size**(**Tr3**,**1**);**

S3**=(**n3**-**1**)\***C0**;**

M**=(**n0**\***M0**+**n1**\***M1**+**n2**\***M2**+**n3**\***M2**)/(**n0**+**n1**+**n2**+**n3**);**

Sw**=**S0**+**S1**+**S2**+**S3**;**

sb0**=**n0**\***transpose**(**M0**-**M**)\*(**M0**-**M**);**

sb1**=**n1**\***transpose**(**M1**-**M**)\*(**M1**-**M**);**

sb2**=**n2**\***transpose**(**M2**-**M**)\*(**M2**-**M**);**

sb3**=**n3**\***transpose**(**M3**-**M**)\*(**M3**-**M**);**

Sb**=**sb0**+**sb1**+**sb2**+**sb3**;**

**[**V**,**D**]=**eig**(**Sb**,**Sw**);**

W**=**V**(:,**1**:**c**-**1**);**

fX**=**Tr**(:,**1**:**nf**)\***W**;**

lX**=**Tr**(:,**nf**+**1**);**

size**(**lX**)**

size**(**fX**)**

fTr**=[**fX lX**];**

%writing the output file

dlmwrite**(**'nfX'**,**fTr**,** ' '**);**

dlmwrite**(**'nfX1'**,** fTr**(**1**:**282**,:),**' '**);**

dlmwrite**(**'nfX2'**,**fTr**(**283**:**282**\***2**,:),** ' '**);**

dlmwrite**(**'nfX3'**,**fTr**(**282**\***2**+**1**:**282**\***3**,:),** ' '**);**

dlmwrite**(**'nfX12'**,[**fTr**(**1**:**282**,:);**fTr**(**283**:**282**\***2**,:)],** ' '**);**

dlmwrite**(**'nfX13'**,** **[**fTr**(**1**:**282**,:);**fTr**(**282**\***2**+**1**:**282**\***3**,:)],**' '**);**

dlmwrite**(**'nfX23'**,[**fTr**(**283**:**282**\***2**,:);**fTr**(**282**\***2**+**1**:**282**\***3**,:)],** ' '**);**

1. Principal component analysis(PCA.cpp)

#include <iostream>

#include <fstream>

#include <cmath>

#include <cstdlib>

#include "Matrix.h"

#include "Pr.h"

#define usage "Usage: ./pca traning\_set testing\_set nf\n\n"

int pca**(**Matrix **&**tr**,** Matrix **&**te**,** const int nf**,** const float err**,** const int flag**)**

**{**

Matrix Sigma**,** temp**;**

Matrix d**(**1**,**nf**),** // eigenvalue (a row vector)

V**(**nf**,**nf**),** // eigenvector with each col an eigenvector

pV**;** // eigenvectors selected based on "err"

int p**,** pnf**;**

float psum**,** sum**;**

Matrix trpca**,**tepca**;** //output matrices after pca

int nr**,**nrte**;**

nr **=** tr**.**getRow**();**

nrte**=**te**.**getRow**();**

Sigma **=** cov**(**tr**,** nf**);**

jacobi**(**Sigma**,** d**,** V**);**

eigsrt**(**d**,** V**);** // sort the eigenvalue in the ascending order

// determine the number of principal components to keep based on "err" given

sum **=** 0.0**;**

**for** **(**int i**=**0**;** i**<**nf**;** i**++)**

sum **+=** d**(**0**,**i**);**

p **=** 0**;**

psum **=** 0.0**;**

**while** **(**psum**/**sum **<** err **&&** p **<** nf**)**

**{**

psum **+=** d**(**0**,**p**);**

p**++;**

**}**

pnf **=** nf **-** **)**p**-**1**);**

cout**<<** "d= "**<<**pnf**<<**endl**;**

trpca**.**createMatrix**(**nr**,**pnf**+**1**);**

pV **=** subMatrix**(**V**,**0**,(**p**-**1**),**nf**-**1**,**nf**-**1**);**

// perform the transformation

**for** **(**int i**=**0**;** i**<**tr**.**getRow**();** i**++)** **{** // for training set

temp **=** subMatrix**(**tr**,**i**,**0**,**i**,**nf**-**1**);**

temp **=** temp**->\***pV**;**

**for** **(**int j**=**0**;** j**<**pnf**;** j**++){**

tr**(**i**,**j**)** **=** temp**(**0**,**j**);**

trpca**(**i**,**j**)=**temp**(**0**,**j**);**

**}**

trpca**(**i**,**pnf**)=**tr**(**i**,**nf**);**

**}**

tepca**.**createMatrix**(**nrte**,**pnf**+**1**);**

**if** **(**flag**)** **{**

**for** **(**int i**=**0**;** i**<**te**.**getRow**();** i**++)** **{** // for test set

temp **=** subMatrix**(**te**,**i**,**0**,**i**,**nf**-**1**);**

temp **=** temp**->\***pV**;**

**for** **(**int j**=**0**;** j**<**pnf**;** j**++){**

te**(**i**,**j**)** **=** temp**(**0**,**j**);**

tepca**(**i**,**j**)=**temp**(**0**,**j**);**

**}**

tepca**(**i**,**pnf**)=**te**(**i**,**nf**);**

**}**

**}**

writeData**(**trpca**,**"tX.tr"**);**

writeData**(**tepca**,**"tX.te"**);**

**return** pnf**;**

**}**

**using** **namespace** std**;**

int main **(**int argc**,** char **\*\***Set**)**

**{**

**if** **(**argc **<** 3**)** **{**

cout **<<** usage**;**

exit**(**1**);**

**}**

int i**,**j**;**

int nf**,**nc**,**p**;**

Matrix data**,** te**;**

nf**=**atoi**(**Set**[**3**]);**

data **=** readData**(**Set**[**1**],**nf**);**

nc **=** data**.**getCol**();**

te **=** readData**(**Set**[**2**],**nf**);**

p**=**pca**(**data**,** te**,** nf**,** 0.1**,**1**);**

cout**<<** "Number of new feature="**<<**p**<<**endl**;**

**return** 0**;**

**}**

**Appendix B: classifiers code**

MPP (mpp.cpp)

1. /\*
2. \* MPP.cpp - test routine to use MPP to process the synthetic dataset and generate CM
3. \*
4. \*/
5. #include <iostream>
6. #include <fstream>
7. #include <cmath>
8. #include <cstdlib>
9. #include "Matrix.h"
10. #include "Pr.h"
11. **using** **namespace** std**;**
12. #define Usage "Usage: ./MppCM training\_set test\_set classes features cases \n\t training\_set: the file name for training set\n\t test\_set: the file name for test set\n\t classes: number of classes\n\t features: number of features (dimension)\n\t cases: used for MPP, cases can only be 1, 2, or 3 \n\toutputfilename\n\t BKS\_file\_name\n"
13. int main**(**int argc**,** char **\*\***argv**)**
14. **{**
15. int nrTr**,** nrTe**,** // number of rows in the training and test set
16. nc**;** // number of columns in the data set; both the
17. // training and test set should have the same
18. // column number
19. Matrix Tr**,** Te**,**bks**;**
20. // check to see if the number of argument is correct
21. **if** **(**argc **<** 7**)** **{**
22. cout **<<** Usage**;**
23. exit**(**1**);**
24. **}**
25. int c**=** atoi**(**argv**[**3**]);** // number of classes
26. int nf **=** atoi**(**argv**[**4**]);** // number of features (dimension)
27. int cases **=** atoi**(**argv**[**5**]);** // used by MPP
29. // read in data from the data file
30. nc **=** nf**+**1**;** // the data dimension; plus the one label column
31. Tr **=** readData**(**argv**[**1**],** nc**);**
32. nrTr **=** Tr**.**getRow**();** // get the number of rows
33. Te **=** readData**(**argv**[**2**],** nc**);**
34. nrTe **=** Te**.**getRow**();** // get the number of columns
36. //truth results and classfied result matrix
37. bks**.**createMatrix**(**nrTe**,**2**);**
38. // prepare the labels and error count
39. Matrix labelMPP**(**nrTe**,** 1**);** // a col vector to hold result for MPP
40. int errCountMPP **=** 0**;** // calcualte error rate for MPP
41. // assign prior probability
42. Matrix Pw**(**c**,** 1**);**
43. **for** **(**int i**=**0**;** i**<**c**;** i**++)**
44. Pw**(**i**,**0**)** **=** **(**float**)**1**/**c**;** // if assuming equal prior probability
45. Matrix output**,**cm**;**
46. output**.**createMatrix**(**nrTe**,**3**);**
47. cm**.**createMatrix**(**c**+**1**,**c**+**1**);**
48. // perform classification
49. **for** **(**int i**=**0**;** i**<**nrTe**;** i**++)** **{**
50. // classify one test sample at a time, get one sample from the test data
51. Matrix sample **=** transpose**(**subMatrix**(**Te**,** i**,** 0**,** i**,** nf**-**1**));**
52. // call MPP to perform classification
53. labelMPP**(**i**,**0**)** **=** mpp**(**Tr**,** sample**,** c**,** cases**,** Pw**);**
55. // check if the classification result is correct or not
56. **if** **(**labelMPP**(**i**,**0**)** **!=** Te**(**i**,**nf**))**
57. errCountMPP**++;**
58. //generating confustion matrix element
59. output**(**i**,**0**)=**i**;**//sample number
60. output**(**i**,**1**)=**Te**(**i**,**nf**);**//actual result
61. output**(**i**,**2**)=**labelMPP**(**i**,**0**);**//classification result
62. **}**
63. bks**=**subMatrix**(**output**,** // crop a matrix
64. 0**,** // starting row index
65. 1**,** // starting column index
66. nrTe**-**1**,** // ending row index
67. 2**);** // ending column index
68. //generate CM
69. cm**(**0**,**0**)=**0**;**
70. **for** **(**int i**=**0**;**i**<**c**;**i**++)**
71. **{** cm**(**0**,**i**+**1**)=**i**;**
72. cm**(**i**+**1**,**0**)=**i**;**
73. **}**
74. **for(**int r**=**0**;**r**<**c**;**r**++){**
75. **for(**int i**=**0**;**i**<**c**;**i**++)**
76. **{**
77. int w**=**0**;**
78. **for(**int j**=**0**;**j**<**nrTe**;**j**++)**
79. **{**
80. **if** **((**output**(**j**,**2**)==**r**)&&(**output**(**j**,**1**)==**i**))**
81. w**++;**
82. **}**
83. cm**(**i**+**1**,**r**+**1**)=**w**;**
84. **}**
86. **}**
87. //writeData(output,"output");
88. writeData**(**cm**,**argv**[**6**]);**
89. writeData**(**bks**,**argv**[**7**]);**
90. // calculate accuracy
91. cout **<<** "The error rate using MPP is = " **<<** **(**float**)**errCountMPP**/**nrTe **<<** endl**;**
93. **return** 0**;**
94. **}**

KNN (knn.cpp)

#include <iostream>

#include <cstdlib>

#include <cmath>

#include "time.h"

#include "Pr.h"

#define usage "Usage: ./knnpdCM traning\_set testing\_set k c nf CMoutputfile BKS\_file\_name\n\n"

**using** **namespace** std**;**

int main **(**int argc**,** char **\*\***Set**)**

**{**

clock\_t t0**=**clock**(),**t1**;**

**if** **(**argc **<** 8**)** **{**

cout **<<** usage**;**

exit**(**1**);**

**}**

int i**,** j**,**w**,**f**;**

int nc**,**nr**,**nf**,**nrte**;**

int c**,**k**,**r**,**Result**,**error**=**0**;**

char **\***h**=**Set**[**3**],\***h1**=**Set**[**4**],\***h2**=**Set**[**5**];**

k**=**atoi**(**h**);**//for k

c**=**atoi**(**h1**);**//for number of class

nf**=**atoi**(**h2**);**// for number of feature

Matrix data**,**subt**,**sub**,**te**,**tmp**,**Mx**,**output**,**cm**,**bks**;**

double a**,**b**,**n**,**m**=**0**;**

data **=** readData**(**Set**[**1**],**nf**+**1**);**

te **=** readData**(**Set**[**2**],**nf**+**1**);**

nc **=** data**.**getCol**();**

nr **=** data**.**getRow**();**

nrte**=** te**.**getRow**();**

tmp**.**createMatrix**(**k**,**2**);**

Mx**.**createMatrix**(**c**,**2**);**

output**.**createMatrix**(**nrte**,**3**);**

bks**.**createMatrix**(**nrte**,**2**);**

cm**.**createMatrix**(**c**+**1**,**c**+**1**);**

**for** **(**f**=**0**;**f**<**nrte**;**f**++){**

subt**=**subMatrix**(**te**,**f**,**0**,**f**,**nf**-**1**);** //testing sample

**for** **(**i**=**0**;**i**<**k**;**i**++)**//finding euc dist bewteen first k sample in training set and testing sample

**{**

sub**=**subMatrix**(**data**,**i**,**0**,**i**,**nf**-**1**);**

tmp**(**i**,**0**)=**euc**(**subt**,**sub**);**

tmp**(**i**,**1**)=**data**(**i**,**nf**);**

**}**

**for(**j**=**k**;**j**<**nr**;**j**++)**

**{**

**for** **(**w**=**0**;**w**<**k**;**w**++){** //bubble sorting for partial set

**for** **(**i**=**0**;**i**<**k**-**1**;**i**++){**

**if** **(**tmp**(**i**,**0**)<**tmp**(**i**+**1**,**0**)){**

a**=** tmp**(**i**+**1**,**0**);**

b**=** tmp**(**i**+**1**,**1**);**

tmp**(**i**+**1**,**0**)=**tmp**(**i**,**0**);**

tmp**(**i**+**1**,**1**)=**tmp**(**i**,**1**);**

tmp**(**i**,**0**)=**a**;**

tmp**(**i**,**1**)=**b**;**

**}**

**}**

**}**

sub**=**subMatrix**(**data**,**j**,**0**,**j**,**nf**-**1**);**

n**=**euc**(**subt**,**sub**);**

**if** **(**tmp**(**0**,**0**)>**n**){**

tmp**(**0**,**0**)=**n**;**

tmp**(**0**,**1**)=**data**(**j**,**nf**);}**

**}**

**for** **(**i**=**0**;**i**<**c**;**i**++)**//generate labels

Mx**(**i**,**0**)=**i**;**

**for** **(**j**=**0**;**j**<**c**;**j**++)**//counting how many sample for each lable

**{**

r**=**0**;**

**for** **(**i**=**0**;** i**<**k**;** i**++)**

**{**

**if** **((**tmp**(**i**,**1**)==**j**))**

r**++;**

**}**

Mx**(**j**,**1**)=**r**;**

**}**

**for** **(**i**=**0**;**i**<**c**;**i**++){**

**if** **(**Mx**(**0**,**1**)<**Mx**(**i**+**1**,**1**)){**

a**=** Mx**(**i**+**1**,**0**);**

b**=** Mx**(**i**+**1**,**1**);**

Mx**(**i**+**1**,**0**)=**Mx**(**0**,**0**);**

Mx**(**i**+**1**,**1**)=**Mx**(**0**,**1**);**

Mx**(**0**,**0**)=**a**;**

Mx**(**0**,**1**)=**b**;**

**}**

**}**

//Mx(0,0) is the result of classification

Result**=**Mx**(**0**,**0**);**

//generating confustion matrix element

output**(**f**,**0**)=**f**;**//sample number

output**(**f**,**1**)=**te**(**f**,**nf**);**//actual result

output**(**f**,**2**)=**Result**;**//classification result

**if** **(**Result **!=** te**(**f**,**nf**))**

error**++;**

**}**

//generate CM

cm**(**0**,**0**)=**0**;**

**for** **(**i**=**0**;**i**<**c**;**i**++)**

**{** cm**(**0**,**i**+**1**)=**i**;**

cm**(**i**+**1**,**0**)=**i**;**

**}**

**for(**r**=**0**;**r**<**c**;**r**++){**

cout**<<**output**;**

**for(**i**=**0**;**i**<**c**;**i**++)**

**{**

w**=**0**;**

**for(**j**=**0**;**j**<**nrte**;**j**++)**

**{**

**if** **((**output**(**j**,**2**)==**r**)&&(**output**(**j**,**1**)==**i**))**

//if(output(j,1)=i)

w**++;**

**}**

cm**(**i**+**1**,**r**+**1**)=**w**;**

**}**

**}**

bks**=**subMatrix**(**output**,** // crop a matrix

0**,** // starting row index

1**,** // starting column index

nrte**-**1**,** // ending row index

2**);** // ending column index

//writeData(output,"output");

writeData**(**cm**,**Set**[**6**]);**

writeData**(**bks**,**Set**[**7**]);**

cout**<<**"error Rate"**<<(**double**)**error**/**nrte**<<**endl**;**

t1**=**clock**()-**t0**;**

cout**<<**"time"**<<**t1**<<**endl**;**

**return** 0**;**

**}**

Back propagation (bp.m)

% set parameters

nf**=**6**;**

c**=**4**;**

%load training set

load ndf23**;**

Tr**=**ndf23**;**

TrX**=**Tr**(:,**1**:**nf**);**

TrL**=**Tr**(:,**nf**+**1**);**

% load testing set

load ndf1**;**

Te**=**ndf1**;**

TeX**=**Te**(:,**1**:**nf**);**

TeL**=**Te**(:,**nf**+**1**);**

% prepare data for bp

% transpose inputs

iTr**=**transpose**(**TrX**);**

iTe**=**transpose**(**TeX**);**

% create target vectors

tTr**=**zeros**(**size**(**TrL**,**1**),**c**);**

tTe**=**zeros**(**size**(**TeL**,**1**),**c**);**

**for** i**=**1**:**size**(**TrL**,**1**)**

tTr**(**i**,**TrL**(**i**)+**1**)=**1**;**

**end**

**for** i**=**1**:**size**(**TeL**,**1**)**

tTe**(**i**,**TeL**(**i**)+**1**)=**1**;**

**end**

tTr**=**transpose**(**tTr**);**

tTe**=**transpose**(**tTe**);**

% create NN

net**=**patternnet**(**10**);**

% train the network

net**=**train**(**net**,**iTr**,**tTr**);**

% test using the network

oTe**=**net**(**iTe**);**

% get back class labels from output target vectors

y**=**vec2ind**(**oTe**);**

y**=**transpose**(**y**);**

y**=**y**-**1**;** % since class starts from 1 target output vectors

%performance calculation

k**=**0**;**

**for** i**=**1**:**size**(**TeL**,**1**)**

**if(**y**(**i**,**1**)~=**TeL**(**i**,**1**))**

k**=**k**+**1**;**

**end**

**end**

disp**(**'peformance = '**);**

disp**(**k**/**size**(**TeL**,**1**));**

% calculate confusion matrix

out**=**zeros**(**size**(**y**,**1**),**2**);**

out**(:,**1**)=**TeL**;**

out**(:,**2**)=**y**;**

cm**=**zeros**(**c**+**1**,**c**+**1**);**

cm**(**1**,**1**)=**0**;**

**for** i**=**1**:**c

cm**(**1**,**i**+**1**)=**i**;**

cm**(**i**+**1**,**1**)=**i**;**

**end**

**for** r**=**1**:**c

**for** i**=**1**:**c

w**=**0**;**

**for** j**=**1**:**size**(**TeL**,**1**)**

**if** **((**out**(**j**,**2**)==**r**-**1**)&&(**out**(**j**,**1**)==**i**-**1**))**

w**=**w**+**1**;**

**end**

**end**

cm**(**i**+**1**,**r**+**1**)=**w**;**

**end**

**end**

disp**(**cm**);**

% write to a file

dlmwrite**(**'bpCMndf23.txt'**,**cm**,**' '**);**

**Decision Tree (DT.m)**

% set parameters

nf**=**6**;**

c**=**4**;**

%load training set

load **(**'ndf23'**,**'-ascii'**);**

Tr**=**ndf23**;**

TrX**=**Tr**(:,**1**:**nf**);**

TrL**=**Tr**(:,**nf**+**1**);**

save Trt**;**

%load testing set

load **(**'ndf1'**,**'-ascii'**);**

Te**=**ndf1**;**

TeX**=**Te**(:,**1**:**nf**);**

TeL**=**Te**(:,**nf**+**1**);**

save Tet**;**

% fit /train decision tree

ctree**=** fitctree**(**TrX**,**TrL**);**

% predict using the trained tree

y**=**predict**(**ctree**,**TeX**);**

%performance calculation

k**=**0**;**

**for** i**=**1**:**size**(**TeL**,**1**)**

**if(**y**(**i**,**1**)~=**TeL**(**i**,**1**))**

k**=**k**+**1**;**

**end**

**end**

disp**(**'peformance = '**);**

disp**(**k**/**size**(**TeL**,**1**));**

% calculate confusion matrix

out=zeros(size(y,1),2);

out(:,1)=TeL;

out(:,2)=y;

cm=zeros(c+1,c+1);

cm(1,1)=0;

for i=1:c

cm(1,i+1)=i;

cm(i+1,1)=i;

end

for r=1:c

for i=1:c

w=0;

for j=1:size(TeL,1)

if ((out(j,2)==r-1)&&(out(j,1)==i-1))

w=w+1;

end

end

cm(i+1,r+1)=w;

end

end

disp(cm);

% write to a file

dlmwrite('decisionCMndf23.txt',cm,' ');

**SVM: Classifying function(multisvm.m)**

1. **function** **[**result**]** **=** multisvm**(**TrainingSet**,**GroupTrain**,**TestSet**)**
2. %Models a given training set with a corresponding group vector and
3. %classifies a given test set using an SVM classifier according to a
4. %one vs. all relation.
5. %
6. %This code was written by Cody Neuburger cneuburg@fau.edu
7. %Florida Atlantic University, Florida USA
8. %This code was adapted and cleaned from Anand Mishra's multisvm function
9. %found at http://www.mathworks.com/matlabcentral/fileexchange/33170-multi-class-support-vector-machine/
10. u**=**unique**(**GroupTrain**);**
11. numClasses**=**length**(**u**);**
12. result **=** zeros**(**length**(**TestSet**(:,**1**)),**1**);**
13. %build models
14. **for** k**=**1**:**numClasses
15. %Vectorized statement that binarizes Group
16. %where 1 is the current class and 0 is all other classes
17. G1vAll**=(**GroupTrain**==**u**(**k**));**
18. models**(**k**)** **=** svmtrain**(**TrainingSet**,**G1vAll**);**
19. **end**
20. %classify test cases
21. **for** j**=**1**:**size**(**TestSet**,**1**)**
22. **for** k**=**1**:**numClasses
23. **if(**svmclassify**(**models**(**k**),**TestSet**(**j**,:)))**
24. **break;**
25. **end**
26. **end**
27. result**(**j**)** **=** k**;**
28. **End**

**SVM:Testing code(svm.m)**

% set parameters

nf**=**18**;**

c**=**4**;**

%load training set

load n23**;**

Tr**=**n23**;**

TrX**=**Tr**(:,**1**:**nf**);**

TrL**=**Tr**(:,**nf**+**1**);**

% load testing set

load n1**;**

Te**=**n1**;**

TeX**=**Te**(:,**1**:**nf**);**

TeL**=**Te**(:,**nf**+**1**);**

resutls**=** multisvm**(**TrX**,**transpose**(**TrL**),**TeX**);**

y**=**resutls**;**

%performance calculation

k**=**0**;**

**for** i**=**1**:**size**(**TeL**,**1**)**

**if(**resutls**(**i**)~=**TeL**(**i**,**1**))**

k**=**k**+**1**;**

**end**

**end**

disp**(**'performance = '**);**

disp**(**k**/**size**(**TeL**,**1**));**

**Appendix C: Unsupervised learning**

1. **Kmeans (kmeans.cpp)**
2. #include "Matrix.h"
3. #include "Pr.h"
4. #include <iostream>
5. #include <cstdlib>
6. #include <cmath>
7. **using** **namespace** std**;**
8. /\*\*
9. \* @param S: data matrix
10. \* @param C: cluster center matrix
11. \*\*/
12. Matrix kmeans**(**Matrix **&**S**,** Matrix **&**C**,** int max\_val**)**
13. **{**
14. int nrS**=**S**.**getRow**();**
15. int ncS**=**S**.**getCol**();**
16. int nrC**=**C**.**getRow**();**
17. int ncC**=**C**.**getCol**();**
18. int d**=**0**;**
19. Matrix dist**(**1**,**nrC**);**
20. Matrix sdist**(**1**,**nrC**);**
21. int pos**;**
22. double minD**;**
23. Matrix lookup**(**nrS**,**1**);** // lookup table for sample belonging to which cluster
24. Matrix count**(**nrC**,**1**);** // to store count for each cluster center
25. Matrix sum**(**nrC**,**ncC**);**
26. // initialize cluster means
27. **for(**int i**=**0**;**i**<**nrC**;**i**++)**
28. **for(**int j**=**0**;**j**<**ncC**;**j**++)**
29. **{**C**(**i**,**j**)=**rand**()%(**max\_val**+**1**);}**
30. //Matrix x1,y1; // for storing points to be used calculate distance
31. **for(**int i**=**0**;**i**<**nrS**;**i**++)**
32. **{**
33. lookup**(**i**,**0**)=**0**;**
34. **}**
35. bool change**;**
36. // while change of assignment to centers occurs
37. **do{**
38. cout**<<**d**++<<**endl**;**
39. change**=false;**
40. // clear values in count and cluster mean
41. **for(**int i**=**0**;**i**<**nrC**;**i**++)**
42. **{**
43. **for(**int j**=**0**;**j**<**ncC**;**j**++)**
44. **{**
45. sum**(**i**,**j**)=**0**;**
46. count**(**i**,**0**)=**0**;**
47. **}**
49. **}**
50. **for(**int i**=**0**;**i**<**nrS**;**i**++)**
51. **{**
53. // calculate distance between sample data and each cluster mean
54. minD**=**0**;**
55. pos**=**0**;**
56. **for(**int k**=**0**;**k**<**ncC**;**k**++)**
57. minD**+=(**S**(**i**,**k**)-**C**(**0**,**k**))\*(**S**(**i**,**k**)-**C**(**0**,**k**));**
58. **for(**int j**=**0**;**j**<**nrC**;**j**++)**
59. **{**
60. dist**(**0**,**j**)=**0**;**
61. **for(**int k**=**0**;**k**<**ncC**;**k**++)**
62. dist**(**0**,**j**)+=(**S**(**i**,**k**)-**C**(**j**,**k**))\*(**S**(**i**,**k**)-**C**(**j**,**k**));**
63. // identify positional value of cluster mean that will have minimum distance
64. **if(**dist**(**0**,**j**)<**minD**)**
65. **{**
66. pos**=**j**;**
67. minD**=**dist**(**0**,**j**);**
68. **}**
69. **}**
71. // if lookup table value for this doesn't matches cluster mean's position then update
72. **if(((**int**)**lookup**(**i**,**0**))!=**pos**)**
73. **{**
74. change**=true;**
75. lookup**(**i**,**0**)=**pos**;**
76. **}**
77. // calculate sum of values in each dimension belonging to each cluster
78. **for(**int j**=**0**;**j**<**ncC**;**j**++)**
79. **{**
80. sum**((**int**)**lookup**(**i**,**0**),**j**)+=**S**(**i**,**j**);**
81. **}**
82. // increase count for the cluster mean by 1
83. count**((**int**)**lookup**(**i**,**0**),**0**)++;**
84. **}**
86. // update mean for each cluster
87. **if(**change**==true)**
88. **{**
90. // divide sum by count and update mean
91. **for(**int i**=**0**;**i**<**nrC**;**i**++)**
92. **{**
93. **if(**count**(**i**,**0**)!=**0**)**
94. **{**
95. **for(**int j**=**0**;**j**<**ncC**;**j**++)**
96. **{**
98. C**(**i**,**j**)=(**sum**(**i**,**j**)/**count**(**i**,**0**));**
99. **}**
100. **}**
101. **}**
102. **}**
103. **}** **while(**change**==true);**
105. **return** lookup**;**
106. **}**
107. **Testing Kmeans (testKmeans.cpp)**

#include <iostream>

#include <fstream>

#include <cmath>

#include <cstdlib>

#include "Matrix.h"

#include "Pr.h"

**using** **namespace** std**;**

#define Usage "Usage: ./testkmeans data\_file nf k CM\_file cl\_file \n"

int main**(**int argc**,** char **\*\***argv**)**

**{**

// check to see if the number of argument is correct

**if** **(**argc **^** 6**)** **{**

cout **<<** Usage**;**

exit**(**1**);**

**}**

int nf**=**atoi**(**argv**[**2**]);**

int nc**=**nf**+**1**;**

Matrix Tr**=**readData**(**argv**[**1**],**nc**);**

char **\***cm\_file**=**argv**[**4**];**

char **\***cl\_file**=**argv**[**5**];**

int k**=**atoi**(**argv**[**3**]);**

int nrTr**=**Tr**.**getRow**();**

Matrix mTr**=**subMatrix**(**Tr**,**0**,**0**,**nrTr**-**1**,**nf**-**1**);**

Matrix oTrL**(**nrTr**,**1**);**

// define arbitrary clr cluster means

Matrix C**(**k**,**nf**);**

// call kmeans to get lookup table that refers each pixel in original pic to updated cluster mean pixel

Matrix lookup**;**

lookup**=**kmeans**(**mTr**,**C**,** 1**);**

// find which cluster mean belongs to which class in supervised method

Matrix x**(**k**,**k**);**

**for(**int i**=**0**;**i**<**nrTr**;**i**++)**

**{**

**for(**int j**=**0**;**j**<**k**;**j**++)**

**{**

**if(**lookup**(**i**,**0**)==**j**)**

**{**

x**(**j**,**Tr**(**i**,**nf**))+=**1**;**

**}**

**}**

**}**

Matrix s**(**1**,**k**);**

Matrix pos**(**1**,**k**);**

Matrix clookup**(**k**,**1**);**

Matrix d**;**

Matrix output**,** cm**;**

int error**=**0**;**

output**.**createMatrix**(**nrTr**,**2**);**

cm**.**createMatrix**(**k**+**1**,**k**+**1**);**

**for(**int j**=**0**;**j**<**k**;**j**++)**

**{**

d**=**subMatrix**(**x**,**j**,**0**,**j**,**k**-**1**);**

insertsort**(**d**,**s**,**pos**);**

clookup**(**j**,**0**)=**pos**(**0**,**k**-**1**);**

**}**

// assign class according to lookup content using clookup mapping

**for(**int i**=**0**;**i**<**nrTr**;**i**++)**

**{**

oTrL**(**i**,**0**)=**clookup**(**lookup**(**i**,**0**),**0**);**

output**(**i**,**0**)=**Tr**(**i**,**nf**);**//actual result

output**(**i**,**1**)=**oTrL**(**i**,**0**);**//classification result

**if(**oTrL**(**i**,**0**)!=**Tr**(**i**,**nf**))**

error**++;**

**}**

// create confusion matrix

//generate CM

cm**(**0**,**0**)=**0**;**

**for** **(**int i**=**0**;**i**<**k**;**i**++)**

**{** cm**(**0**,**i**+**1**)=**i**;**

cm**(**i**+**1**,**0**)=**i**;**

**}**

**for(**int r**=**0**;**r**<**k**;**r**++){**

**for(**int i**=**0**;**i**<**k**;**i**++)**

**{**

int w**=**0**;**

**for(**int j**=**0**;**j**<**nrTr**;**j**++)**

**{**

**if** **((**output**(**j**,**1**)==**r**)&&(**output**(**j**,**0**)==**i**))**

w**++;**

**}**

cm**(**i**+**1**,**r**+**1**)=**w**;**

**}**

**}**

cout**<<**x**<<**endl**;**

cout**<<**cm**<<**endl**;**

cout**<<**clookup**<<**endl**;**

cout**<<**C**<<**endl**;**

//writeData(output,"output");

writeData**(**cm**,**cm\_file**);**

writeData**(**output**,**cl\_file**);**

cout**<<**"error rate = "**<<(**double**)**error**/**nrTr**<<**endl**;**

**return** 0**;**

**}**

1. **WTA (wta.cpp)**

#include "Matrix.h"

#include "Pr.h"

#include <iostream>

#include <cstdlib>

#include <cmath>

**using** **namespace** std**;**

/\*\*

\* @param S: data matrix

\* @param C: cluster center matrix

\*\*/

Matrix winnerTakesAll**(**Matrix **&**S**,** Matrix **&**C**,** int max\_val**,** double epsilon**)**

**{**

int nrS**=**S**.**getRow**();**

int ncS**=**S**.**getCol**();**

int nrC**=**C**.**getRow**();**

int ncC**=**C**.**getCol**();**

int d**=**0**;**

Matrix dist**(**1**,**nrC**);**

int pos**;**

double minD**;**

Matrix lookup**(**nrS**,**1**);** // lookup table for sample belonging to which cluster

Matrix count**(**nrC**,**1**);** // to store count for each cluster center

Matrix sum**(**nrC**,**ncC**);**

// initialize cluster means

**for(**int i**=**0**;**i**<**nrC**;**i**++)**

**for(**int j**=**0**;**j**<**ncC**;**j**++)**

**{**C**(**i**,**j**)=**rand**()%(**max\_val**+**1**);}**

**for(**int i**=**0**;**i**<**nrS**;**i**++)**

**{**

lookup**(**i**,**0**)=**0**;**

**}**

bool change**;**

// while change of assignment to centers occurs

**do{**

cout**<<**d**++<<**endl**;**

change**=false;**

// clear values in count and cluster mean

**for(**int i**=**0**;**i**<**nrC**;**i**++)**

**{**

**for(**int j**=**0**;**j**<**ncC**;**j**++)**

**{**

sum**(**i**,**j**)=**0**;**

count**(**i**,**0**)=**0**;**

**}**

**}**

**for(**int i**=**0**;**i**<**nrS**;**i**++)**

**{**

// calculate distance between sample data and each cluster mean

minD**=**0**;**

pos**=**0**;**

**for(**int k**=**0**;**k**<**ncC**;**k**++)**

minD**+=(**S**(**i**,**k**)-**C**(**0**,**k**))\*(**S**(**i**,**k**)-**C**(**0**,**k**));**

**for(**int j**=**0**;**j**<**nrC**;**j**++)**

**{**

dist**(**0**,**j**)=**0**;**

**for(**int k**=**0**;**k**<**ncC**;**k**++)**

dist**(**0**,**j**)+=(**S**(**i**,**k**)-**C**(**j**,**k**))\*(**S**(**i**,**k**)-**C**(**j**,**k**));**

// identify positional value of cluster mean that will have minimum distance

**if(**dist**(**0**,**j**)<**minD**)**

**{**

pos**=**j**;**

minD**=**dist**(**0**,**j**);**

**}**

**}**

// if lookup table value for this doesn't matches cluster mean's position then update

**if(((**int**)**lookup**(**i**,**0**))!=**pos**)**

**{**

change**=true;**

lookup**(**i**,**0**)=**pos**;**

//cout<<lookup(i,0);

**}**

// update value of that cluster mean

**for(**int k**=**0**;**k**<**ncC**;**k**++)**

**{**

C**(**pos**,**k**)+=**epsilon**\*(**S**(**i**,**k**)-**C**(**pos**,**k**));**

**}**

// calculate sum of values in each dimension belonging to each cluster

**for(**int j**=**0**;**j**<**ncC**;**j**++)**

**{**

sum**((**int**)**lookup**(**i**,**0**),**j**)+=**S**(**i**,**j**);**

**}**

// increase count for the cluster mean by 1

count**((**int**)**lookup**(**i**,**0**),**0**)++;**

**}**

// update mean for each cluster

**if(**change**==true)**

**{**

// divide sum by count and update mean

**for(**int i**=**0**;**i**<**nrC**;**i**++)**

**{**

**if(**count**(**i**,**0**)!=**0**)**

**{**

**for(**int j**=**0**;**j**<**ncC**;**j**++)**

**{**

C**(**i**,**j**)=(**sum**(**i**,**j**)/**count**(**i**,**0**));**

**}**

**}**

**}**

**}**

**}** **while(**change**==true);**

**return** lookup**;**

**}**

1. **Testing WTA (WTA.cpp)**

#include <iostream>

#include <fstream>

#include <cmath>

#include <cstdlib>

#include "Matrix.h"

#include "Pr.h"

**using** **namespace** std**;**

#define Usage "Usage: ./testWTA data\_file nf k CM\_file cl\_file \n"

int main**(**int argc**,** char **\*\***argv**)**

**{**

// check to see if the number of argument is correct

**if** **(**argc **^** 6**)** **{**

cout **<<** Usage**;**

exit**(**1**);**

**}**

int nf**=**atoi**(**argv**[**2**]);**

int nc**=**nf**+**1**;**

Matrix Tr**=**readData**(**argv**[**1**],**nc**);**

char **\***cm\_file**=**argv**[**4**];**

char **\***cl\_file**=**argv**[**5**];**

int k**=**atoi**(**argv**[**3**]);**

int nrTr**=**Tr**.**getRow**();**

Matrix mTr**=**subMatrix**(**Tr**,**0**,**0**,**nrTr**-**1**,**nf**-**1**);**

Matrix oTrL**(**nrTr**,**1**);**

// define arbitrary clr cluster means

Matrix C**(**k**,**nf**);**

// call kmeans to get lookup table that refers each pixel in original pic to updated cluster mean pixel

Matrix lookup**;**

lookup**=**winnerTakesAll**(**mTr**,**C**,**1**,**0.0001**);**

// find which cluster mean belongs to which class in supervised method

Matrix x**(**k**,**k**);**

**for(**int i**=**0**;**i**<**nrTr**;**i**++)**

**{**

**for(**int j**=**0**;**j**<**k**;**j**++)**

**{**

**if(**lookup**(**i**,**0**)==**j**)**

**{**

x**(**j**,**Tr**(**i**,**nf**))+=**1**;**

**}**

**}**

**}**

Matrix s**(**1**,**k**);**

Matrix pos**(**1**,**k**);**

Matrix clookup**(**k**,**1**);**

Matrix d**;**

Matrix output**,** cm**;**

int error**=**0**;**

output**.**createMatrix**(**nrTr**,**2**);**

cm**.**createMatrix**(**k**+**1**,**k**+**1**);**

**for(**int j**=**0**;**j**<**k**;**j**++)**

**{**

d**=**subMatrix**(**x**,**j**,**0**,**j**,**k**-**1**);**

insertsort**(**d**,**s**,**pos**);**

clookup**(**j**,**0**)=**pos**(**0**,**k**-**1**);**

**}**

// assign class according to lookup content using clookup mapping

**for(**int i**=**0**;**i**<**nrTr**;**i**++)**

**{**

oTrL**(**i**,**0**)=**clookup**(**lookup**(**i**,**0**),**0**);**

output**(**i**,**0**)=**Tr**(**i**,**nf**);**//actual result

output**(**i**,**1**)=**oTrL**(**i**,**0**);**//classification result

**if(**oTrL**(**i**,**0**)!=**Tr**(**i**,**nf**))**

error**++;**

**}**

// create confusion matrix

//generate CM

cm**(**0**,**0**)=**0**;**

**for** **(**int i**=**0**;**i**<**k**;**i**++)**

**{** cm**(**0**,**i**+**1**)=**i**;**

cm**(**i**+**1**,**0**)=**i**;**

**}**

**for(**int r**=**0**;**r**<**k**;**r**++){**

**for(**int i**=**0**;**i**<**k**;**i**++)**

**{**

int w**=**0**;**

**for(**int j**=**0**;**j**<**nrTr**;**j**++)**

**{**

**if** **((**output**(**j**,**1**)==**r**)&&(**output**(**j**,**0**)==**i**))**

w**++;**

**}**

cm**(**i**+**1**,**r**+**1**)=**w**;**

**}**

**}**

//writeData(output,"output");

writeData**(**cm**,**cm\_file**);**

writeData**(**output**,**cl\_file**);**

cout**<<**"error rate = "**<<(**double**)**error**/**nrTr**<<**endl**;**

**return** 0**;**

**}**

1. **Kohenan Maps (kmaps.cpp)**

#include "Matrix.h"

#include "Pr.h"

#include <iostream>

#include <cstdlib>

#include <cmath>

**using** **namespace** std**;**

/\*\*

\* @param S: data matrix

\* @param C: cluster center matrix

\*\*/

Matrix kohonenMap**(**Matrix **&**S**,** Matrix **&**C**,** int max\_val**,** int kmax**,** int map\_width**,** double sig**,** double e**)**

**{**

int nrS**=**S**.**getRow**();**

int ncS**=**S**.**getCol**();**

int nrC**=**C**.**getRow**();**

int ncC**=**C**.**getCol**();**

int d**=**0**;**

Matrix dist**(**1**,**nrC**);**

Matrix sdist**(**1**,**nrC**);**

int pos**;**

double minD**;**

Matrix lookup**(**nrS**,**1**);** // lookup table for sample belonging to which cluster

Matrix count**(**nrC**,**1**);** // to store count for each cluster center

Matrix sum**(**nrC**,**ncC**);**

Matrix g**(**nrC**,**ncC**);**

int x**=**0**;**

double sigma**=**1**;**

double phi**=**0**;**

// initialize cluster means and map co-ordinates

**for(**int i**=**0**;**i**<**nrC**;**i**++)**

**{**

**for(**int j**=**0**;**j**<**ncC**;**j**++)**

**{**

C**(**i**,**j**)=**rand**()%(**max\_val**+**1**);**

**}**

**}**

int y**=**0**;**

**do{**

**for(**int k**=**0**;**k**<**map\_width**;**k**++)**

**{**

g**(**y**,**0**)=**y**;**

g**(**y**,**1**)=**x**;**

g**(**y**,**2**)=**k**;**

y**++;**

**if(**y**>=**nrC**)**

**{**

**break;**

**}**

**}**

**if(**y**<**nrC**)**

x**++;**

**}while(**y**<**nrC**);**

// calculate sigma

/\*double maxD=0;double gdist;

for(int i=0;i<nrC;i++)

{

gdist=pow(g(i,1)-g(0,1),2)+pow(g(i,2)-g(0,2),2);

if(gdist>maxD)

{

maxD=gdist;

}

}\*/

sigma**=**sig**;**

//Matrix x1,y1; // for storing points to be use calculate distance

**for(**int i**=**0**;**i**<**nrS**;**i**++)**

**{**

lookup**(**i**,**0**)=**0**;**

**}**

bool change**;**

// while change of assignment to centers occurs

**do{**

change**=false;**

cout**<<**d**++<<**endl**;**

// clear values in count and cluster mean

**for(**int i**=**0**;**i**<**nrC**;**i**++)**

**{**

**for(**int j**=**0**;**j**<**ncC**;**j**++)**

**{**

sum**(**i**,**j**)=**0**;**

count**(**i**,**0**)=**0**;**

**}**

**}**

**for(**int i**=**0**;**i**<**nrS**;**i**++)**

**{**

// calculate distance between sample data and each cluster mean

minD**=**0**;**

pos**=**0**;**

**for(**int k**=**0**;**k**<**ncC**;**k**++)**

minD**+=(**S**(**i**,**k**)-**C**(**0**,**k**))\*(**S**(**i**,**k**)-**C**(**0**,**k**));**

**for(**int j**=**0**;**j**<**nrC**;**j**++)**

**{**

dist**(**0**,**j**)=**0**;**

**for(**int k**=**0**;**k**<**ncC**;**k**++)**

dist**(**0**,**j**)+=(**S**(**i**,**k**)-**C**(**j**,**k**))\*(**S**(**i**,**k**)-**C**(**j**,**k**));**

// identify positional value of cluster mean that will have minimum distance

**if(**dist**(**0**,**j**)<**minD**)**

**{**

pos**=**j**;**

minD**=**dist**(**0**,**j**);**

**}**

**}**

// if lookup table value for this doesn't matches cluster mean's position then update

**if(((**int**)**lookup**(**i**,**0**))!=**pos**)**

**{**

change**=true;**

lookup**(**i**,**0**)=**pos**;**

**}**

**for(**int j**=**0**;**j**<**nrC**;**j**++)**

**{**

phi**=**exp**(-(**pow**(**g**(**pos**,**1**)-**g**(**j**,**1**),**2**)+**pow**(**g**(**pos**,**2**)-**g**(**j**,**2**),**2**))/(**2**\***pow**(**sigma**,**2**)));**

// update value all cluster means

**for(**int k**=**0**;**k**<**ncC**;**k**++)**

**{**

C**(**j**,**k**)+=**e**\***phi**\*(**S**(**i**,**k**)-**C**(**j**,**k**));**

**}**

**}**

// calculate sum of values in each dimension belonging to each cluster

**for(**int j**=**0**;**j**<**ncC**;**j**++)**

**{**

sum**((**int**)**lookup**(**i**,**0**),**j**)+=**S**(**i**,**j**);**

**}**

// increase count for the cluster mean by 1

count**((**int**)**lookup**(**i**,**0**),**0**)++;**

**}**

// update mean for each cluster

// update epsilon and sigma

e**=**e**\***0.9**;**

sigma**=**sigma**\***0.9**;**

**}** **while(**d**<**kmax **&&** change**==true);**

**return** lookup**;**

**}**

1. **Testing Kohenan Maps (testKmaps.cpp)**

#include <iostream>

#include <fstream>

#include <cmath>

#include <cstdlib>

#include "Matrix.h"

#include "Pr.h"

**using** **namespace** std**;**

#define Usage "Usage: ./testKohonen data\_file nf k CM\_file cl\_file \n"

int main**(**int argc**,** char **\*\***argv**)**

**{**

// check to see if the number of argument is correct

**if** **(**argc **^** 6**)** **{**

cout **<<** Usage**;**

exit**(**1**);**

**}**

int nf**=**atoi**(**argv**[**2**]);**

int nc**=**nf**+**1**;**

Matrix Tr**=**readData**(**argv**[**1**],**nc**);**

char **\***cm\_file**=**argv**[**4**];**

char **\***cl\_file**=**argv**[**5**];**

int k**=**atoi**(**argv**[**3**]);**

int nrTr**=**Tr**.**getRow**();**

Matrix mTr**=**subMatrix**(**Tr**,**0**,**0**,**nrTr**-**1**,**nf**-**1**);**

Matrix oTrL**(**nrTr**,**1**);**

// define arbitrary clr cluster means

Matrix C**(**k**,**nf**);**

// call kmeans to get lookup table that refers each pixel in original pic to updated cluster mean pixel

Matrix lookup**;**

lookup**=**kohonenMap**(**mTr**,**C**,** 1**,** 200**,** 4**,** 1**,**0.01**);**

// find which cluster mean belongs to which class in supervised method

Matrix x**(**k**,**k**);**

**for(**int i**=**0**;**i**<**nrTr**;**i**++)**

**{**

**for(**int j**=**0**;**j**<**k**;**j**++)**

**{**

**if(**lookup**(**i**,**0**)==**j**)**

**{**

x**(**j**,**Tr**(**i**,**nf**))+=**1**;**

**}**

**}**

**}**

Matrix s**(**1**,**k**);**

Matrix pos**(**1**,**k**);**

Matrix clookup**(**k**,**1**);**

Matrix d**;**

Matrix output**,** cm**;**

int error**=**0**;**

output**.**createMatrix**(**nrTr**,**2**);**

cm**.**createMatrix**(**k**+**1**,**k**+**1**);**

**for(**int j**=**0**;**j**<**k**;**j**++)**

**{**

d**=**subMatrix**(**x**,**j**,**0**,**j**,**k**-**1**);**

insertsort**(**d**,**s**,**pos**);**

clookup**(**j**,**0**)=**pos**(**0**,**k**-**1**);**

**}**

// assign class according to lookup content using clookup mapping

**for(**int i**=**0**;**i**<**nrTr**;**i**++)**

**{**

oTrL**(**i**,**0**)=**clookup**(**lookup**(**i**,**0**),**0**);**

output**(**i**,**0**)=**Tr**(**i**,**nf**);**//actual result

output**(**i**,**1**)=**oTrL**(**i**,**0**);**//classification result

**if(**oTrL**(**i**,**0**)!=**Tr**(**i**,**nf**))**

error**++;**

**}**

// create confusion matrix

//generate CM

cm**(**0**,**0**)=**0**;**

**for** **(**int i**=**0**;**i**<**k**;**i**++)**

**{** cm**(**0**,**i**+**1**)=**i**;**

cm**(**i**+**1**,**0**)=**i**;**

**}**

**for(**int r**=**0**;**r**<**k**;**r**++){**

**for(**int i**=**0**;**i**<**k**;**i**++)**

**{**

int w**=**0**;**

**for(**int j**=**0**;**j**<**nrTr**;**j**++)**

**{**

**if** **((**output**(**j**,**1**)==**r**)&&(**output**(**j**,**0**)==**i**))**

w**++;**

**}**

cm**(**i**+**1**,**r**+**1**)=**w**;**

**}**

**}**

//writeData(output,"output");

writeData**(**cm**,**cm\_file**);**

writeData**(**output**,**cl\_file**);**

cout**<<**x**<<**endl**;**

cout**<<**cm**<<**endl**;**

cout**<<**"error rate = "**<<(**double**)**error**/**nrTr**<<**endl**;**

**return** 0**;**

**}**

**Appendix D: Fusion codes:**

1. **Majority Voting (plurality.cpp)**

#include <iostream>

#include <fstream>

#include <cmath>

#include <cstdlib>

#include "Matrix.h"

#include "Pr.h"

**using** **namespace** std**;**

#define Usage "Usage: ./testPlurality cl1\_output\_file cl2\_output\_file cl3\_output\_file c \n"

int main**(**int argc**,** char **\*\***argv**)**

**{**

// check to see if the number of argument is correct

**if** **(**argc **^** 5**)** **{**

cout **<<** Usage**;**

exit**(**1**);**

**}**

// read data from from source in command arguments

int c**=**atoi**(**argv**[**4**]);**

Matrix cl1**=**readData**(**argv**[**1**],**2**);**

Matrix cl2**=**readData**(**argv**[**2**],**2**);**

Matrix cl3**=**readData**(**argv**[**3**],**2**);**

int nr**=**cl1**.**getRow**();**

// prepare data for plurality fusion

Matrix T**=**subMatrix**(**cl1**,**0**,**0**,**nr**-**1**,**0**);**

Matrix S1**=**subMatrix**(**cl1**,**0**,**1**,**nr**-**1**,**1**);**

Matrix S2**=**subMatrix**(**cl2**,**0**,**1**,**nr**-**1**,**1**);**

Matrix S3**=**subMatrix**(**cl3**,**0**,**1**,**nr**-**1**,**1**);**

// test the lookup table

Matrix d**(**1**,**c**);**

Matrix init**(**1**,**c**);**

Matrix s**(**1**,**c**);**

Matrix pos**(**1**,**c**);**

int error**=**0**;**

**for(**int i**=**0**;**i**<**nr**;**i**++)**

**{**

d**=**init**;**

d**(**0**,**S1**(**i**,**0**))+=**1**;**

d**(**0**,**S2**(**i**,**0**))+=**1**;**

d**(**0**,**S3**(**i**,**0**))+=**1**;**

insertsort**(**d**,**s**,**pos**);**

**if(**pos**(**0**,**c**-**1**)!=**T**(**i**,**0**))**

**{**

error**++;**

**}**

cout**<<**S1**(**i**,**0**)<<**" "**<<**S1**(**i**,**0**)<<**" "**<<**S1**(**i**,**0**)<<**" "**<<**T**(**i**,**0**)<<**" "**<<**pos**(**0**,**c**-**1**)<<**endl**;**

**}**

cout**<<**"The error rate is: "**<<(**double**)**error**/**nr**<<**endl**;**

**return** 0**;**

**}**

1. **Naïve Bayes (NB.cpp)**

#include <iostream>

#include <cstdlib>

#include <cmath>

#include "time.h"

#include "Pr.h"

#define usage "Usage: ./NB CM1 CM2 CM3 io1 io2 io3 \n\n"

**using** **namespace** std**;**

int main **(**int argc**,** char **\*\***Set**)**

**{**

**if** **(**argc **<** 7**)** **{**

cout **<<** usage**;**

exit**(**1**);**

**}**

Matrix cm1**,**cm2**,**cm3**,**lookup**,**sub1**,**sub2**,**sub3**,**fusion**,**rank**,**io1**,**io2**,**io3**;**

rank**.**createMatrix**(**4**,**2**);**

int i**,**j**=**0**,**k**=**0**,**h**=**0**,**nr**,**result**,**error**=**0**;**

double a**,**b**;**

cm1 **=** readData**(**Set**[**1**],**5**);**

cm2 **=** readData**(**Set**[**2**],**5**);**

cm3 **=** readData**(**Set**[**3**],**5**);**

io1**=**readData**(**Set**[**4**],**2**);**

io2**=**readData**(**Set**[**5**],**2**);**

io3**=**readData**(**Set**[**6**],**2**);**

nr**=**io1**.**getRow**();**

//crating lookup table

lookup**.**createMatrix**(**64**,**4**);**

**for(**i**=**0**;**i**<**64**;**i**++)**

**{**

**if(**i**%**4**==**0**)**

k**=**0**;**

**if((**i**!=**0**)&&**i**%**4**==**0**)**

j**++;**

**if(**j**==**4**)**

j**=**0**;**

**if((**i**!=**0**)&&(**i**%**16**)==**0**)**

h**++;**

lookup**(**i**,**0**)=**h**;**

lookup**(**i**,**1**)=**j**;**

lookup**(**i**,**2**)=**k**;**

k**++;**

**}**

//fusion calcuation

**for(**i**=**0**;**i**<**64**;**i**++)**

**{**

sub1**=**subMatrix**(**cm1**,**1**,**lookup**(**i**,**0**)+**1**,**4**,**lookup**(**i**,**0**)+**1**);**

sub3**=**subMatrix**(**cm2**,**1**,**lookup**(**i**,**1**)+**1**,** 4**,**lookup**(**i**,**1**)+**1**);**

sub2**=**subMatrix**(**cm3**,**1**,** lookup**(**i**,**2**)+**1**,**4**,**lookup**(**i**,**2**)+**1**);**

fusion**=**sub1**\***sub2**\***sub3**;**

**for(**j**=**0**;**j**<**4**;**j**++)**

**{**

rank**(**j**,**0**)=**j**;**

rank**(**j**,**1**)=**fusion**(**0**,**j**);**

**}**

**for(**j**=**1**;**j**<**4**;**j**++)**

**if(**rank**(**0**,**1**)<**rank**(**j**,**1**))**

**{**

a**=**rank**(**0**,**1**);**

b**=**rank**(**0**,**0**);**

rank**(**0**,**1**)=**rank**(**j**,**1**);**

rank**(**0**,**0**)=**rank**(**j**,**0**);**

rank**(**j**,**0**)=**b**;**

rank**(**j**,**1**)=**a**;**

**}**

lookup**(**i**,**3**)=**rank**(**0**,**0**);**

**}**

cout**<<**lookup**;**

**for(**int l**=**0**;**l**<**nr**;**l**++){**

**for** **(**i**=**0**;**i**<**64**;**i**++)**

**if((**io1**(**l**,**1**)==**lookup**(**i**,**0**))&&(**io2**(**l**,**1**)==**lookup**(**i**,**1**))&&(**io3**(**l**,**1**)==**lookup**(**i**,**2**)))**

result**=**lookup**(**i**,**3**);**

**if(**result **!=**io3**(**l**,**0**))**

error**++;**

**}**

cout**<<**error**/(**double**)**nr**<<**endl**;**

**return** 0**;**

**}**

1. **Behavior knowledge space (BKS.cpp)**

#include "Matrix.h"

#include "Pr.h"

#include <iostream>

#include <cstdlib>

#include <cmath>

**using** **namespace** std**;**

/\*\*

\* @param

\* @param

\*\*/

// works for three classifiers only

Matrix bks**(**Matrix **&**T**,** Matrix **&**S1**,**Matrix **&**S2**,**Matrix **&**S3**,** int c**)**

**{**

int nr**=**T**.**getRow**();**

Matrix F**(**pow**(**c**,**3**),**3**+**c**+**1**);** // 3 cols for classifier result combination; c cols for no. of samples of one of c classes as truth; 1 col for fused label

Matrix d**(**1**,**c**);**

Matrix s**(**1**,**c**);**

Matrix pos**(**1**,**c**);**

int r**=**0**;**

**for(**int i**=**0**;**i**<**c**;**i**++)**

**{**

**for(**int j**=**0**;**j**<**c**;**j**++)**

**{**

**for(**int k**=**0**;**k**<**c**;**k**++)**

**{**

F**(**r**,**0**)=**i**;**F**(**r**,**1**)=**j**;**F**(**r**,**2**)=**k**;**

**for(**int l**=**0**;**l**<**nr**;**l**++)**

**{**

**if(**S1**(**l**,**0**)==**i **&&** S2**(**l**,**0**)==**j **&&** S3**(**l**,**0**)==**k**)**

**{**

F**(**r**,**T**(**l**,**0**)+**3**)+=**1**;**

**}**

d**=**subMatrix**(**F**,**r**,**3**,**r**,**3**+**c**-**1**);**

insertsort**(**d**,**s**,**pos**);**

F**(**r**,**3**+**c**)=**pos**(**0**,**c**-**1**);**

**}**

r**++;**

**}**

**}**

**}**

**return** F**;**

**}**

1. **Testing BKS(testBKS.cpp)**

#include <iostream>

#include <fstream>

#include <cmath>

#include <cstdlib>

#include "Matrix.h"

#include "Pr.h"

**using** **namespace** std**;**

#define Usage "Usage: ./testBKS cl1\_output\_file cl2\_output\_file cl3\_output\_file c \n"

int main**(**int argc**,** char **\*\***argv**)**

**{**

// check to see if the number of argument is correct

**if** **(**argc **^** 5**)** **{**

cout **<<** Usage**;**

exit**(**1**);**

**}**

// read data from from source in command arguments

int c**=**atoi**(**argv**[**4**]);**

Matrix cl1**=**readData**(**argv**[**1**],**2**);**

Matrix cl2**=**readData**(**argv**[**2**],**2**);**

Matrix cl3**=**readData**(**argv**[**3**],**2**);**

int nr**=**cl1**.**getRow**();**

// prepare data for bks

Matrix T**=**subMatrix**(**cl1**,**0**,**0**,**nr**-**1**,**0**);**

Matrix S1**=**subMatrix**(**cl1**,**0**,**1**,**nr**-**1**,**1**);**

Matrix S2**=**subMatrix**(**cl2**,**0**,**1**,**nr**-**1**,**1**);**

Matrix S3**=**subMatrix**(**cl3**,**0**,**1**,**nr**-**1**,**1**);**

// call bks

Matrix F**=**bks**(**T**,**S1**,**S2**,**S3**,**c**);**

writeData**(**F**,**"lookupBKS.txt"**);**

cout**<<**F**<<**endl**;**

// test the lookup table

int error**=**0**;**

**for(**int i**=**0**;**i**<**nr**;**i**++)**

**{**

**for(**int j**=**0**;**j**<**pow**(**c**,**3**);**j**++)**

**{**

**if(**S1**(**i**,**0**)==**F**(**j**,**0**)** **&&** S2**(**i**,**0**)==**F**(**j**,**1**)** **&&** S3**(**i**,**0**)==**F**(**j**,**2**))**

**{**

**if(**F**(**j**,**3**+**c**)!=**T**(**i**,**0**))**

**{**

error**++;**

**}**

**break;**

**}**

**}**

**}**

cout**<<**"The error rate is: "**<<(**double**)**error**/**nr**<<**endl**;**

**return** 0**;**

**}**